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Topics and Objectives

Topics

We will cover these topics in this section.

1. The definition and computation of a determinant

2. The determinant of triangular matrices

Objectives

For the topics covered in this section, students are expected to be able to

do the following.

1. Compute determinants of n⇥ n matrices using a cofactor expansion.

2. Apply theorems to compute determinants of matrices that have

particular structures.
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A Definition of the Determinant

Suppose A is n⇥ n and has elements aij .

1. If n = 1, A = [a11], and has determinant detA = a11.

2. Inductive case: for n > 1,

detA = a11 detA11 � a12 detA12 + · · ·+ (�1)1+na1n detA1n

where Aij is the submatrix obtained by eliminating row i and
column j of A.

Example

A =

0
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Example 1

Compute det


a b
c d

�
.
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Example 2

Compute det

2

4
1 �5 0
2 4 �1
0 2 0

3

5 =

������

1 �5 0
2 4 �1
0 2 0

������
.
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Cofactors

Cofactors give us a more convenient notation for determinants.

The (i, j) cofactor of an n⇥ n matrix A is

Cij = (�1)i+j detAij

Definition: Cofactor

The pattern for the negative signs is
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The determinant of a matrix A can be computed down any

row or column of the matrix. For instance, down the jth

column, the determinant is

detA = a1jC1j + a2jC2j + · · ·+ anjCnj .

Theorem

This gives us a way to calculate determinants more e�ciently.
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Example 3

Compute the determinant of

2

664

5 4 3 2
0 1 2 0
0 �1 1 0
0 1 1 3

3

775.
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Triangular Matrices

If A is a triangular matrix then

detA = a11a22a33 · · · ann.

Theorem

Example 4

Compute the determinant of the matrix. Empty elements are zero.

2

666666664

2 1
2 1

2 1
2 1

2 1
2 1

2

3

777777775
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Computational E�ciency

Note that computation of a co-factor expansion for an N ⇥N matrix

requires roughly N ! multiplications.

A 10⇥ 10 matrix requires roughly 10! = 3.6 million multiplications

A 20⇥ 20 matrix requires 20! ⇡ 2.4⇥ 1018 multiplications

Co-factor expansions may not be practical, but determinants are still

useful.

We will explore other methods for computing determinants that are

more e�cient.

Determinants are very useful in multivariable calculus for solving

certain integration problems.
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Section 3.2 : Properties of the Determinant

Chapter 3 : Determinants

Math 1554 Linear Algebra

“A problem isn’t finished just because you’ve found the right answer.”
- Yōko Ogawa

We have a method for computing determinants, but without some of the

strategies we explore in this section, the algorithm can be very ine�cient.

Section 3.2 Slide 11



Topics and Objectives

Topics

We will cover these topics in this section.

The relationships between row reductions, the invertibility of a

matrix, and determinants.

Objectives

For the topics covered in this section, students are expected to be able to

do the following.

1. Apply properties of determinants (related to row reductions,

transpose, and matrix products) to compute determinants.

2. Use determinants to determine whether a square matrix is invertible.
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Row Operations

We saw how determinants are di�cult or impossible to compute

with a cofactor expansion for large N .

Row operations give us a more e�cient way to compute

determinants.

Let A be a square matrix.

1. If a multiple of a row of A is added to another row to

produce B, then detB = detA.

2. If two rows are interchanged to produce B, then

detB = � detA.

3. If one row of A is multiplied by a scalar k to produce

B, then detB = k detA.

Theorem: Row Operations and the Determinant
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Example 1 Compute

������

1 �4 2
�2 8 �9
�1 7 0

������
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Invertibility

Important practical implication: If A is reduced to echelon form, by r
interchanges of rows and columns, then

|A| =
(
(�1)r ⇥ (product of pivots), when A is invertible

0, when A is singular.

Section 3.2 Slide 15



Example 2 Compute the determinant

��������

0 1 2 �1
2 5 �7 3
0 3 6 2

�2 �5 4 2

��������
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Properties of the Determinant

For any square matrices A and B, we can show the following.

1. detA = detAT
.

2. A is invertible if and only if detA 6= 0.

3. det(AB) = detA · detB.
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Additional Example (if time permits)

Use a determinant to find all values of � such that matrix C is not

invertible.

C =

0

@
5 0 0
0 0 1
1 1 0

1

A� �I3
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Additional Example (if time permits)

Determine the value of

detA = det

0

B@

0

@
0 2 0
1 1 2
1 1 3

1

A
8
1

CA .
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Topics and Objectives

Topics

We will cover these topics in this section.

1. Relationships between area, volume, determinants, and linear

transformations.

Objectives

For the topics covered in this section, students are expected to be able to

do the following.

1. Use determinants to compute the area of a parallelogram, or the

volume of a parallelepiped, possibly under a given linear

transformation.

Students are not expected to be familiar with Cramer’s rule.
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Determinants, Area and Volume

In R2
, determinants give us the area of a parallelogram.

area of parallelogram = det

✓
a c
b d

◆
= ad� bc.
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Determinants as Area, or Volume

The volume of the parallelpiped spanned by the columns of

an n⇥ n matrix A is |detA|.

Theorem

Key Geometric Fact (which works in any dimension). The area of

the parallelogram spanned by two vectors ~a,~b is equal to the area

spanned by ~a, c~a+~b, for any scalar c.
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Example 1

Calculate the area of the parallelogram determined by the points

(�2,�2), (0, 3), (4,�1), (6, 4)
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Linear Transformations

If TA : Rn 7! Rn
, and S is some parallelogram in Rn

, then

volume (TA(S)) = |det(A)| · volume(S)

Theorem

An example that applies this theorem is given in this week’s worksheets.
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