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Section 1.
Jointly Distributed Random
Variables



Two Discrete Random Variables

Definition
Let X and Y be two discrete RVs defined on the sample space S of an experiment.

The joint probability mass function p(x, y) is defined by

p(x, y) =

The joint PMF satisfies

1. p(x, y) ≥
2.
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x,y p(x, y) =
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Two Discrete Random Variables

Example
A large insurance agency services a number of customers who have purchased both a
homeowner’s policy and an automobile policy from the agency. For an automobile
policy, the choices are $100 and $250, whereas for a homeowner’s policy, the choices are
0, $100, and $200.

Suppose an individual with both types of policy is selected at random from the agency’s
files. Let X be deductible amount on the auto policy and Y deductible amount on the
homeowner’s policy.

0 100 200
100 0.2 0.1 0.2
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Two Discrete Random Variables

Definition
For a given joint PMF p(x, y) of random variables X and Y, the marginal probability mass
function of X is given by

pX(x) :=

3
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Two Discrete Random Variables

Example
A large insurance agency services a number of customers who have purchased both a
homeowner’s policy and an automobile policy from the agency. For an automobile
policy, the choices are $100 and $250, whereas for a homeowner’s policy, the choices are
0, $100, and $200.

Suppose an individual with both types of policy is selected at random from the agency’s
files. Let X be deductible amount on the auto policy and Y deductible amount on the
homeowner’s policy.

0 100 200
100 0.2 0.1 0.2
250 0.05 0.15 0.3
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Two Continuous Random Variables

Definition
Let X and Y be two continuous RVs.

The joint probability density function f(x, y) is defined by

f(x, y) =

The joint PDF satisfies

1. f(x, y) ≥
2.

∫
f(x, y) =

3. P((X, Y) ∈ A) =

5

1 PXXx,
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,
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Two Continuous Random Variables

Example
A bank operates both a drive-up facility and a walk-up window.

On a randomly selected day, let X be the proportion of time that the drive-up facility is
in use (at least one customer is being served or waiting to be served) and Y the
proportion of time that the walk-up window is in use.

The joint PDF is given by

f(x, y) =
{
6
5 (x+ y2), 0 ≤ x ≤ 1, 0 ≤ y ≤ 1,
0 otherwise.

Find P(0 ≤ X ≤ 1
4 , 0 ≤ Y ≤ 1

4 ).

6

XY

= P((X , y) -> A) jj
= ((*xydxdy
= jigh (x+ ydxdy = x]dy

O

==
--....



Two Continuous Random Variables

Example
A bank operates both a drive-up facility and a walk-up window.

On a randomly selected day, let X be the proportion of time that the drive-up facility is
in use (at least one customer is being served or waiting to be served) and Y the
proportion of time that the walk-up window is in use.

The joint PDF is given by

f(x, y) =
{
6
5 (x+ y2), 0 ≤ x ≤ 1, 0 ≤ y ≤ 1,
0 otherwise.

Find P(0 ≤ X ≤ 1
4 , 0 ≤ Y ≤ 1

4 ).
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Two Continuous Random Variables

Definition
For a given joint PDF f(x, y) of random variables X and Y, the marginal probability density
function of X is given by

fX(x) :=

7

Joint PMF : p(x , y) = P(X= X
,
Y= y)

Joint PDF : f(x
,y) such that
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Two Continuous Random Variables

Example
A bank operates both a drive-up facility and a walk-up window.

On a randomly selected day, let X be the proportion of time that the drive-up facility is
in use (at least one customer is being served or waiting to be served) and Y the
proportion of time that the walk-up window is in use.

The joint PDF is given by

f(x, y) =
{
6
5 (x+ y2), 0 ≤ x, y ≤ 1
0 otherwise.

Find the marginal PDFs.
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Two Continuous Random Variables

Example
The joint PDF is given by

f(x, y) =
{
24xy, 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, x+ y ≤ 1,
0 otherwise.

Find the marginal PDFs and P(X+ Y ≤ 1/2).
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Two Continuous Random Variables

Example
The joint PDF is given by

f(x, y) =
{
24xy, 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, x+ y ≤ 1,
0 otherwise.

Find the marginal PDFs and P(X+ Y ≤ 1/2).
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Independent Random Variables

Definition
Two random variables X and Y are said to be independent if

10
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Independent Random Variables

Example
The joint PDF is given by

f(x, y) =
{
24xy, 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, x+ y ≤ 1
0 otherwise.

Are X and Y independent?

11
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Independent Random Variables

Example
Suppose that the lifetimes of two components are independent of one another and that
the first lifetime, X1, has an exponential distribution with parameter λ1, whereas the
second, X2, has an exponential distribution with parameter λ2.

Find the joint PDF.
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Independent Random Variables

Definition
The random variables X1, X2, · · · , Xn are said to be independent if
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Conditional Distributions

Definition
Let X and Y be two continuous RVs with joint PDF f(x, y).

Then for any x for which fX(x) > 0, the conditional probability density function of Y
given that X = x is

14

Condi
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Conditional Distributions

Example
A bank operates both a drive-up facility and a walk-up window.

On a randomly selected day, let X be the proportion of time that the drive-up facility is
in use (at least one customer is being served or waiting to be served) and Y the
proportion of time that the walk-up window is in use.

The joint PDF is given by

f(x, y) =
{
6
5 (x+ y2), 0 ≤ x ≤ 1, 0 ≤ y ≤ 1,
0 otherwise.

Find the conditional PDF of Y given X = 0.8.

Compute P(Y ≤ 0.5|X = 0.8).

15
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Exercise

(5.1-12) Two components of a minicomputer have the following joint PDF for their useful
lifetimes X and Y:

f(x, y) =
{
xe−x(y+1), x ≥ 0, y ≥ 0,
0 otherwise.

1. What is the probability that the lifetime X of the first component exceeds 3?
2. What are the marginal PDFs of X and Y? Are the two lifetimes independent? Explain.
3. What is the probability that the lifetime of at least one component exceeds 3?
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Section 2.
Expected Values, Covariance, and
Correlation



Expectation of a Function of Two Random Variables

Proposition
Let X and Y be jointly distributed RVs with PMF p(x, y) or PDF f(x, y) according to whether
the variables are discrete or continuous.

Let h(x, y) be a function of two variables, then we can define a new random variable
Z = h(X, Y).

The expectation of Z is

E[Z] = E[h(X, Y)] =

17
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Expectation of a Function of Two Random Variables

Example
Five friends have purchased tickets to a certain concert.

If the tickets are for seats 1–5 in a particular row and the tickets are randomly
distributed among the five, what is the expected number of seats separating any
particular two of the five?

Let X and Y denote the seat numbers of the first and second individuals, respectively.

18



Expectation of a Function of Two Random Variables

Example
The joint PDF is given by

f(x, y) =
{
24xy, 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, x+ y ≤ 1
0 otherwise.

Find E[XY].

19
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Covariance

Definition
The covariance between two RVs X and Y is

Cov(X, Y) =

20

Mx = E(X)
, My

= E(Y]

E((X - Mx)(Y-My)]
=S)(x-Mx)(y -My)f(x ,y)dxdy
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Covariance

Example
The joint PDF is given by

f(x, y) =
{
24xy, 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, x+ y ≤ 1
0 otherwise.

Find the covariance of X, Y.

21

X
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,

Cov(X
, Y) = EXY] - ElX]- ElY].
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Covariance

Proposition

Cov(X, Y) =

22

Real Var(X) = E[(X-Mx) ] = Cov(X
,X)

-
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Correlation Coefficient

Definition
The correlation coefficient of X and Y is defined by

Corr(X, Y) = ρX,Y = ρ =

23

41812025

Recall X
, Y joint PDF (o PMF)

· Cov(X , Y) = EC(X - Mx) · (Y-Myl] = (f(xMy (y -Myf(x ,y) dady
where Mx = E(X]

, My = E(Y]

·CovIX , Y) = #(X . Y] -
E(X] · ECY]

·

· Cov(X ,Y) = CovlY
,
X)

,
Cov(X

,
X) = Var(X)

-

Cov(X
,Y)
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· Corr(X
,
Y) = CourlY
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XI
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o -1 Corr (X ,
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Correlation Coefficient

Properties
1. For constants a,b, c,d,

Corr(aX+ b, cX+ d) =

2. −1 ≤ Corr(X, Y) ≤ 1
3. If X and Y are independent, then Corr(X, Y) = 0. The converse does not hold in
general.

4. If Corr(X, Y) = 1,−1, then Y = aX+ b for some a,b.

24

Var(aX +b) = at Var(X)

Var(cY +d) = c Var(Y)

(ax+b , cy +d) =
a .(Cov(X , Y)

#> corr (X , Y)

(cov(x ,y)=0)

-

· X
. Y indep => Cov(X

,
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=> Corr(X ,Y) = 0.

· Corr(aX +b , Y +d)
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, Y) ,

when a. o



Correlation Coefficient

Example
The joint PMF is given by

p(x, y) =
{

1
4 , (x, y) = (−4, 1), (4,−1), (2, 2), (−2,−2)
0 otherwise.

Find the covariance and the correlation coefficient.

25
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Cov(X
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Exercise

(5.2-24) Six individuals, including A and B, take seats around a circular table in a
completely random fashion.

Suppose the seats are numbered 1, 2, · · · , 6.

Let X be A’s seat number and Y B’s seat number.

If A sends a written message around the table to B in the direction in which they are
closest,

how many individuals (including A and B) would you expect to handle the message?

26



Conditional distribution

Definition

The conditional expectation of Y given X = x is defined by

E[Y |X = x ] =
X

y

yfY |X (y |x).

The conditional variance of Y given X = x is defined by

Var(Y |X = x) = E[(Y � E[Y |X = x ])2|X = x ]

= E[Y 2|X = x ]� (E[Y |X = x ])2.

#Y with joint PDF o PMF fix(y(x)

a New RV YEx with PDF

Inf -
E(h(Y)(x =x) = (h(y) · fy ,x(y,x) &y Py(x(y(x)

wECYX=number(Y(X= x)

night give
a diff.

· h(x) = E(Y/X = N] a function of



Contional expectation as a function and a random variable

One can consider E[Y |X = x ] as a function of x .

Say h(x) = E[Y |X = x ]

We define a random variable E[Y |X ] = h(X ).

↳ : real #

ERV

New RV h(X) = E(Y . /X]



Contional expectation as a function and a random variable

Theorem

1. E[E[Y |X ]] = E[Y ]

2. Var(Y ) = E[Var(Y |X )] + Var(E[Y |X ])

X
, Y

=> New RV Y /X = x
for each

=> hix=E[Y(X = X]

=> From h
,

define a new RV &

hiX( = E)Y(X]

E(h(X)] = ECY] = E(E(Y(X]]



Exercise

A miner is trapped in a mine containing 3 doors.

The first door leads to a tunnel that will take him to safety after 3 hours of travel.

The second door leads to a tunnel that will return him to the mine after 5 hours of

travel.

The third door leads to a tunnel that will return him to the mine after 7 hours.

If we assume that the miner is at all times equally likely to choose any one of the

doors, what is the expected length of time until he reaches safety?

E(Y] = E[E(Y(X]]

3hr
= Y

>Safety
Thr

D

Clicsu

X = As choise = St



If X = 1 E[Y(X = 1) =3

X = 2 E(Y (x=2) = #(Y] +5
-

X = 3 E(Y(X = 3) = E(Y) + T

E(E(Y(X)) = 5 . 3 +GET+5)
+ (E(Y) + 7)

= E(Y)
.

- ESY] = ((3+ 5 + 7)

E(Y) = 15 . #



Section 4.
The Distribution of the Sample
Mean



Sample Mean

Definition
The RVs X1, X2, · · · , Xn are said to form a (simple) random sample of size n if

1. they are independent RVs, and
2. every Xi has the same probability distribution.

The sample mean is defined by

X =

The sample total is defined by

T =

27

joint
PDF fix ,X-- fx

-
equal functions

-indep. identically distributed

= i
.

i
.

d.

X1 + Xz+ -- - +Xn

N

Xe + Xz + ... + Xn

Simple case n = 2.

T = Xi + Xz

# [T] = E(X 1 + X2) = E(X , 3 + E(Xz]

VarIT) = E((X1+X 2]] - (E(Xi+2])
2

= Var(X1) + Var(X2)
↑

because XI ,
X2 indep.

If not indep Var (T) = Var(X1) +Var(x2) + 2(or(X,
,X2)



Sample Mean

Proposition
Let X1, · · · , Xn be a random sample from a distribution with mean µ and variance σ2.
Then,

E[X] =
Var(X) =
E[T] =

Var(T) =

28

Var(X) = -- -

=Var(Xu) = +2

# [Xi] = - ... =E(X) =M

-

hi n
d

.

-

I . -M = M

t no =
2

E[X ,] + - - + E(Xn) = n -M
Var(x1) + -- + Var(Xn) = n . +2

T = X1 +Xn + - - + Xn

*=X =
E(X) = E(] = E/T] = E(T)

Var(5) = Var((T) = Var(T)



Sample Mean

Example
In a notched tensile fatigue test on a titanium specimen, the expected number of cycles
to first acoustic emission (used to indicate crack initiation) is µ = 28, 000, and the
standard deviation of the number of cycles is σ = 5000.

Let X1, X2, · · · , X25 be a random sample of size 25, where each Xi is the number of cycles
on a different randomly selected specimen.

29

*=X

E(X] = M
= 28

,
000

Var (5)==1000
,
000

Far()=00 000 = 100



The Case of a Normal Population Distribution

Proposition
Let X1, · · · , Xn be a random sample from a normal distribution with mean µ and variance
σ2. Then,

X ∼
T ∼

30

XI : " ,
X indep . Sedistribution

indep
.

XI - Xn ~NIM ,
**

① Nin
N(ny ,

not
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Vari)=



The Case of a Normal Population Distribution

31
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The Case of a Normal Population Distribution

Example
The time that it takes a randomly selected rat of a certain subspecies to find its way
through a maze is a normally distributed RV with µ = 1.5 min and σ = .35 min.

Suppose five rats are selected.

Let X1, · · · , X5 denote their times in the maze.

Assuming the Xi’s to be a random sample from this normal distribution,

what is the probability that the total time is between 6 and 8 min?

32
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The Central Limit Theorem

Theorem
Let X1, X2, · · · , Xn be a random sample from a distribution with mean µ and variance σ2.

If n is sufficiently large, X and T have approximately normal distributions.

Rule of Thumb: If n ≥ 30, the Central Limit Theorem can be used.

33
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The Central Limit Theorem

Example
A certain consumer organization customarily reports the number of major defects for
each new automobile that it tests.

Suppose the number of such defects for a certain model is a random variable with
mean value 3.2 and standard deviation 2.4.

Among 100 randomly selected cars of this model, how likely is it that the sample
average number of major defects exceeds 4?

34
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X ,
X2 ,

:

,
Xn : random sample of size n

) i .
i

. d .

(i) have the same distribution

) # [ X1] = E(X] = ... = #)Xn] =M
Var (Xi)=ar(x) = -

.. = Var(Xn) = 2)

(ii) Independent.

Y =

X1 + -- + xn
=

N

T = X1 + - - - + Xn

of why?

( E[X] = M ,
Var(T) = I 7

E(T) = My ,
Var(T) = n .+

In general , for X1 , X2

general (not necessarily i
. i. d. (

# (aX, +bxz) = aE(X ,] +bE(X2]

var (X 1
+ Xz) = E)(X, + x2)2] - (E(X, + x])

= E( xi + 2xix + x2]

- ((E(X ,3) +2 E[X]E(x2) + (E(X2]])
= (E(Xi] - (E(x ,3(2) + 2(E(XiX2] - E(X,]E(x])
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= Var(Xi)+ ax) Var (xe)



& Central Limit Theorem]
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X2

," Xn
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.

Assume M = (X1] So
,
=var(i) So

Then
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Example X- Bin (n , p)
X = X1 + X2 + -- - + Xn

X1
,

---

,
Xn ~ Ber(p) indep

* = * = normal by ChT -

M = P

#N j= p( +p)
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The Central Limit Theorem

Normal approximation to Binomial
If X ∼ Bin(n,p) and n is large enough,

X and X/n have approximately normal distribution.

35



Exercise

(5.4-56) A binary communication channel transmits a sequence of “bits” (0s and 1s).
Suppose that for any particular bit transmitted, there is a 10% chance of a transmission
error (a 0 becoming a 1 or a 1 becoming a 0).

Assume that bit errors occur independently of one another.

1. Consider transmitting 1000 bits. What is the approximate probability that at most 125
transmission errors occur?

2. Suppose the same 1000-bit message is sent two different times independently of
one another.
What is the approximate probability that the number of errors in the first
transmission is within 50 of the number of errors in the second?

36

By 2 : 33
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0
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* N(100
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90(
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Section 5.
The Distribution of a Linear
Combination



Linear Combination

Definition
Given a collection of n random variables X1, · · · , Xn and constants a1, · · · ,an,

Y = a1X1 + a2X2 + · · ·+ anXn

is called a linear combination of the Xi’s.

37

Examples
1 = az = --

-
= an = 1

Y = X1 + - -. + Xn = T

② if al = az =... = an=t

Y = GX1 + fxz + ... + AXn = X



Linear Combination

Proposition
For a collection of n random variables X1, · · · , Xn and constants a1, · · · ,an, consider

Y = a1X1 + a2X2 + · · ·+ anXn

Then,

E[Y] =
Var(Y) =

In particular, if they are independent,

Var(Y) =

38

a E(X1] + acE(X2] +-- + an E[Xn]

- a Var(i)

ai aj
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Ibisjen



(Counter Example7

XY) = o but Not indep.

E[XY] - EXJECY]

xY

·-7. E(X .Y) =+ (4 -k +4 -4)

= 0· Cov(X , Y) =o

P(X = 2
, y= 2) =

1P(X = 2) = 4
P(y=z) = 4

X ~ Unid (1 ,

1) UG
= P(-t(X(t)

Cor(X , Y)

=E -

E = x

I
=

S
,

X (x) · 1 dx = 0
= = t



Linear Combination

Example
A certain automobile manufacturer equips a particular model with either a six-cylinder
engine or a four-cylinder engine.

Let X1 and X2 be fuel efficiencies for independently and randomly selected six-cylinder
and four-cylinder cars, respectively, with

µ1 = 22, µ2 = 26, σ1 = 1.2, ,σ2 = 1.5.

Find E[X1 − X2] and Var(X1 − X2).
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E(a , Na + a2X2+ -.
- + anXn]

= a , E(Xi] + @z E(X2] +.. - + an ECXn]

Var (a , 11 + a2X2+ - .. + anXn)

= aVar(X) + a Var(x2) +.. - + aVar(Xn)
+ 2 (Cor(x1 ,

Xz) + Cov(Xi
,
Xz) + -

- -Cor(X)
,
Xn)

+ Cov(Xz
,
Xz) + Cov(Xz , Xp) + --- S

E [xi - x] = E(Xi) - E(X) = 22 -26 =
- 4

Var(X1 - X2) = ↑Var(X1) + (1)
<

var (Xn)

=
= 3

.
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Linear Combination

Proposition
If X1, X2, · · · , Xn are independent, normally distributed RVs (with possibly different means
and/or variances), then any linear combination also has a normal distribution.

In particular, the difference X1 − X2 between two independent, normally distributed
variables is itself normally distributed.
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h

=> diX1 + 92X2 + ---tanXn ~N(M ,
54

M = dim, + azM2+. -- + andn

= a+.. - +an
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* = ((x ,
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Exercise

(5.5-62) Manufacture of a certain component requires three different machining
operations.

Machining time for each operation has a normal distribution, and the three times are
independent of one another.

The mean values are 15, 30, and 20 min, respectively, and the standard deviations are 1, 2,
and 1.5 min, respectively.

What is the probability that it takes at most 1 hour of machining time to produce a
randomly selected component?
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