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Topics and Objectives

Topics

1. Symmetric matrices

2. Orthogonal diagonalization

Learning Objectives

1. Construct an orthogonal diagonalization of a symmetric matrix,

A = PDPT
.
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Symmetric Matrices

Matrix A is symmetric if AT = A.

Definition

Example. Which of the following matrices are symmetric? Symbols ⇤
and ? represent real numbers.

A = [⇤] B =


0 1
1 0

�
C =


4 0
0 0

�

D =


1 1
0 0

�
E =

2

4
4 2
0 0
0 0

3

5 F =

2

664

4 2 0 1
2 0 7 4
0 7 6 0
1 4 0 3

3

775
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-
"Square"

= BT = cT

1X1

#
DT = (+]E = 14007

A + AT is symm.

·TAt R! g #
ATA is symm.

(ATAT = AT . CATIT = AT . A



ATA is Symmetric

A very common example: For any matrix A with columns a1, . . . , an,

ATA =

2

6664

�� aT1 ��
�� aT2 ��
.
.
.

.

.

.
.
.
.

�� aTn ��

3

7775

2

4
| | · · · |
a1 a2 · · · an
| | · · · |

3

5

=

2

6664

aT1 a1 aT1 a2 · · · aT1 an
aT2 a1 aT2 a2 · · · aT2 an
.
.
.

.

.

.
. . .

.

.

.

aTna1 aTna2 · · · aTnan

3

7775

| {z }
Entries are the dot products of columns of A
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Recl
on

real rectors

·Nov = ut . ~

· For Complex rectors U , er
↓

u - v = UT . v

Example
u

=( u . u = Tn+] . / ! ]
= <- i 1) /ey = Gis i + 1

= 2

· For real A
, X , y

(Ay)oy = (Ax(T . y
= xT . (AT . y) = x - (Ay)

If A is symm .

(Ax) -

y = X . (Ay) .



Symmetric Matrices and their Eigenspaces

A is a symmetric matrix, with eigenvectors ~v1 and ~v2 corresponding
to two distinct eigenvalues. Then ~v1 and ~v2 are orthogonal.

More generally, eigenspaces associated to distinct eigenvalues are

orthogonal subspaces.

Theorem

Proof:
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Au = X
,
u

, X R2

#T = X2tz

-

Arge = Ixitoe=D
W : (Am) = volank)we

K

4) (V02) = X2 (502)

·
Yo = 0



Example 1

Diagonalize A using an orthogonal matrix. Eigenvalues of A are given.

A =

0

@
0 0 1
0 1 0
1 0 0

1

A , � = �1, 1

Hint: Gram-Schmidt
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be simml
matrixwithnormal col.

--

x = -1 = E-1 = Nul(A +E) =Nul(!
= Nul/
-_)

x = 1 = E = Nul(A - 1) =N)]
=

Null%

=



Spectral Theorem

Recall: If P is an orthogonal n⇥ n matrix, then P�1 = PT
, which

implies A = PDPT
is diagonalizable and symmetric.

An n⇥ n symmetric matrix A has the following properties.

1. All eigenvalues of A are real.

2. The dimenison of each eigenspace is full, that it’s

dimension is equal to it’s algebraic multiplicity.

3. The eigenspaces are mutually orthogonal.

4. A can be diagonalized: A = PDPT
, where D is diagonal

and P is orthogonal.

Theorem: Spectral Theorem

Proof (if time permits):
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# = (vv]/0]E
↑

I orthogonal matrix.
PTp = = = PT = PT



A = P . D . PT

AT = (TIT . DT . pT = P .DPT
② If A issymm. *

- Pergenalue of A
real
then i is real.

I
Proof Arezw for some wed"of

X

· or = Arow = TT . v

1)

- (v . V)
=T .T .) = v . (FTr)
-

=er) => Vo(Xv) = X (or)

- ( . H = X (200)

(F -X)(vor) = 0

un #!
O

X = T => X is real

& A : real symon .

E : eigenspace for x

If X = Et the Ax Et
&

Prof X +Et Kno for all yeE

Ay = xy xxy) = o

X . (xy) = 0 = = X = (Ay) = Axoy
⑪D



11/13/24

Spectral Theorem

A : real nxn symmetric

(i) Every eigenvalve is teal

(ii) A is orthogonally diagonalizable, that is,

* = P . D . PT
,

p : orthogonal matrix
.

· I
=Ximeni + x-

T
+... + XnE

Ephxn (Spectral Decomposition)

&e If -" is a unit restor
,

D V . rT nxn symmetric
7. Crit = (VTT . UT = - . rT)

& Rank (v . rT) = 1 (123)=
(In general , Rank(A) = 1 = A = r . WT(

③ For Y-IR" (r . uTjy = v . (y) = (r.y) . v

= proj(y)



Spectral Decomposition of a Matrix

Suppose A can be orthogonally diagonalized as

A = PDPT =
⇥
~u1 · · · ~un

⇤
2

64
�1 · · · 0
...

. . .
...

0 · · · �n

3

75

2

64
~uT
1
...
~uT
n

3

75

Then A has the decomposition

A = �1~u1~u
T
1 + · · ·+ �n~un~u

T
n =

nX

i=1

�i~ui~u
T
i

Spectral Decomposition

Each term in the sum, �i~ui~uT
i , is an n⇥ n matrix with rank 1.
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Example 2

Construct a spectral decomposition for A whose orthogonal
diagonalization is given.

A =

✓
3 1
1 3

◆
= PDPT

=

✓
1/

p
2 �1/

p
2

1/
p
2 1/

p
2

◆✓
4 0
0 2

◆✓
1/

p
2 1/

p
2

�1/
p
2 1/

p
2

◆
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&
orthogonal
leath 1

= Xe .
T

+ x ut

= 4. (E) + 2 fo
= 4 . [] +]



Section 7.2 : Quadratic Forms

Chapter 7: Orthogonality and Least Squares

Math 1554 Linear Algebra
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Topics and Objectives

Topics

1. Quadratic forms

2. Change of variables

3. Principle axes theorem

4. Classifying quadratic forms

Learning Objectives

1. Characterize and classify quadratic forms using eigenvalues and

eigenvectors.

2. Express quadratic forms in the form Q(~x) = ~xTA~x.

3. Apply the principle axes theorem to express quadratic forms with no

cross-product terms.

Motivating Question Does this inequality hold for all x, y?

x2 � 6xy + 9y2 � 0
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X , y : Real

#minimum

(x -3y) o
~

X=3 I
y = 1 Follows from

Diagonalization of Symm.



Quadratic Forms

A quadratic form is a function Q : Rn ! R, given by

Q(~x) = ~xTA~x =
⇥
x1 x2 · · · xn

⇤

2

6664

a11 a12 · · · a1n
a12 a22 · · · a2n
.
.
.

.

.

.
. . .

.

.

.

a1n a2n · · · ann

3

7775

2

664

x1

x2

· · ·
xn

3

775

Matrix A is n⇥ n and symmetric.

Definition

In the above, ~x is a vector of variables.
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Example 1

Compute the quadratic form ~xTA~x for the matrices below.

A =


4 0
0 3

�
, B =


4 1
1 �3

�
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qA(x) = (x , xx](407(X) = (4x3x23/*
= <xi +3x

QB(x) = (X , xz](41](* y = (4x + x 2x -3xx][]

= ((X +xz)X) + (X) -3Xz) - Xz

=(xi +Yx + xi -x = zxz

= 4xx - 3x
u --
al XiX1

+x ++
A2X

In general
& (x) = dijxi



Example 1 - Surface Plots

The surfaces for Example 1 are shown below.

�4 �2 0 2 4 �5

0

5
0

100

x1

x2

�4 �2 0 2 4 �5

0

5

�100

0

100

x1

x2

Students are not expected to be able to sketch quadratic surfaces, but it

is helpful to see what they look like.
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z =
QA(x)

↑Z ↑ z
A

->

QA(x) = 4XF+ 3x = z

&B(x) = kX, + 2x , xn - 3x2 = z



Example 2

Write Q in the form ~xTA~x for ~x 2 R3
.

Q(x) = 5x2
1 � x2

2 + 3x2
3 + 6x1x3 � 12x2x3
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cross product.

-

&= + 0 . X .X2

-

= (x , x-x]3])1 "A

Gl : Q(=(+y - -- -

Remove cross product terms

Example
y1 = x1 + 3X

E
yc =

= x1 + 2xz

(Y = [32] · (2)



Q( = XT . A . X A : real symm.

=tp .Di
"yT "y y = (pTX)T

= XT . P

= yT . D .

y

= (4142 -- - ya](*D
=X- y + x2y2 + - - - + Xnym

/ /x = (
--

UpoX

=X1(20x)
*

+ --- + xn(2nox)



Change of Variable

If ~x is a variable vector in Rn
, then a change of variable can be

represented as

~x = P~y, or ~y = P�1~x

With this change of variable, the quadratic form ~xTA~x becomes:
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Example 3

Make a change of variable ~x = P~y that transforms Q = ~xTA~x so that it

does not have cross terms. The orthogonal decomposition of A is given.

A =

✓
3 2
2 6

◆
= PDPT

P =
1p
5

✓
2 1
�1 2

◆

D =

✓
2 0
0 7

◆
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ever
y = PTX

Y) = Vj X

80 E
y = VoX

G(x) = 3 xi + kX - xz + GX

= 2 . yi + 7 .yz
= 2.x( +(2x)
40 I

Q() = 0 iff #XD



Geometry

Suppose Q(~x) = ~xTA~x, where A 2 Rn⇥n
is symmetric. Then the set of

~x that satisfies

C = ~xTA~x

defines a curve or surface in Rn
.
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E
XI

#



11/15/24 can any
↓

& (x) : = XT . A . X =ji
(XER" ,

A : a real uxn symm .

matrix (

->
By Spectral The

To remove crossproduct terms
,

use A = P . D . PT

D = (**]p =(
eigencestors a ONB for R

"

pT . p = I = p . PT

a(x) = xT . (p . D . PT) . X =

(P) D(PT
-x)

-

=

y
diagonal

= X1 YE + X-Yat = - + Xnyu y = PTX =/ I
- N (VoxE + X/xk +... + xn(nox] ·

im

Q : MoxP+WxF+...
Cox = I

) to has orthonormal columns
,

11x11 = 15x1 (
Ex -Ey = XoY



Principle Axes Theorem

If A is a matrix then there exists an

orthogonal change of variable ~x = P~y that transforms ~xTA~x to

~xTD~x with no cross-product terms.

Theorem

Proof (if time permits):
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P is orthogonal .

because

-
&

real symm .

y y ↑
y = PTx



Example 5

Compute the quadratic form Q = ~xTA~x for A =

✓
5 2
2 8

◆
, and find a

change of variable that removes the cross-product term. A sketch of Q is

below.

x1

x2 semi-minor axis

semi-major axis
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Q(x)= XT . A . X A = 152]
X : det (A - xI) = x - 13x + 36

- (x -q)(x-4) = 0

X = 9
,
4

x= 9 : Nul(A-91) = Nul(-*2) =Nrl(
-= (2)

X=4 : Nul (A -kl) = Null2
= Nul)

u= [-)

Q(x) = g . y + 4 . yz = 9(v - x) +P(ox)

= 9 . (*(x +2x2)) +4) (2X1 - x2))2

G(x1 ,
x2) : G(x) = 369 #
gyi + 4yz = 36

y2X·



Classifying Quadratic Forms

5

10

Q = x21 + x22
Q = �x21 � x22

A quadratic form Q is

1. positive definite if for all ~x 6= ~0.

2. negative definite if for all ~x 6= ~0.

3. positive semidefinite if for all ~x.

4. negative semidefinite if for all ~x.

5. indefinite if

Definition
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& (1 = 0
,
if x=o

Q(x) > 0
-

& (x)40

&(0

& ()X0

otherwise (meaning that G(x) > 0

& (2)o

for some X1 ,X2)

Note & is Positive Definite if Q(X) To all X

E
&( =

0 implies X=0.



Quadratic Forms and Eigenvalues

If A is a matrix with eigenvalues �i,

then Q = ~xTA~x is

1. positive definite i↵ �i

2. negative definite i↵ �i

3. indefinite i↵ �i

Theorem

Proof (if time permits):
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real uxn symm.

70 for all i = 1 ,
-

.. n

< 0 for all i = 1: in

So
, xjso for Some i.j

& (x) = X , y + x2y2+ -- + xnyn

Example A : myn real

A : real nxn symm.

Q(x) = (xT - AT). ( - x) = (AX)T -Ax

=I Ax12 o for all X.

ATA is positive semidefinite
.



Example 6

We can now return to our motivating question (from first slide): does

this inequality hold for all x, y?

x2 � 6xy + 9y2 � 0
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-
3x.y

- 3yx

&positive semidefinite

x= 0
.
00

=

* - 10x + 0 = 0 =X = 10
,030 .



Section 7.3 : Constrained Optimization

Chapter 7: Orthogonality and Least Squares

Math 1554 Linear Algebra
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Topics and Objectives

Topics

1. Constrained optimization as an eigenvalue problem

2. Distance and orthogonality constraints

Learning Objectives

1. Apply eigenvalues and eigenvectors to solve optimization problems

that are subject to distance and orthogonality constraints.
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Example 1

The surface of a unit sphere in R3
is

given by

1 = x2
1 + x2

2 + x2
3 = ||~x||2

Q is a quantity we want to optimize

Q(~x) = 9x2
1 + 4x2

2 + 3x2
3

Find the largest and smallest values of Q on the surface of the sphere.
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3 = 3(xi+ x +x)Q(x) = 9(xi+ xz + x3) = 9

31959
,

max ?

Q( =9 if x=1)0)
& (x) = 3 idx ==(8)



A Constrained Optimization Problem

Suppose we wish to find the maximum or minimum values of

Q(~x) = ~xTA~x

subject to

||~x|| = 1

That is, we want to find

m = min{Q(~x) : ||~x|| = 1}
M = max{Q(~x) : ||~x|| = 1}

This is an example of a constrained optimization problem. Note that

we may also want to know where these extreme values are obtained.
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Constrained Optimization and Eigenvalues

If Q = ~xTA~x, A is a real n⇥ n symmetric matrix, with eigenvalues

�1 � �2 . . . � �n

and associated normalized eigenvectors

~u1, ~u2, . . . , ~un

Then, subject to the constraint ||~x|| = 1,
the maximum value of Q(~x) = �1, attained at ~x = ± ~u1.

the minimum value of Q(~x) = �n, attained at ~x = ± ~un.

Theorem

Proof:
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Example 2

Calculate the maximum and minimum values of Q(~x) = ~xTA~x, ~x 2 R3
,

subject to ||~x|| = 1, and identify points where these values are obtained.

Q(~x) = x2
1 + 2x2x3
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&

A= % IS multiplicity = 2

↓

det (A-XI) = - (X - 13(X + 1) = 0 x = 1 , +

-

x= 1 : Nul(A-l) = Nul 10 I
ve = (b) ,= )

x= - 1 = Mul(A + 2) =

Nul(2) = (i)
& (x) = x1 . (2 · x7 + x2(V2-x( + X3(8 ·x4

= (Vx + 10x1 - 155 . x1
*

((x12 = 1 = (Vox) + (ox( + 250x)



Max:We s X - vz = 0

X · v = X - V2 =0
-

↑

*
X = # Vz



Example 2

The image below is the unit sphere whose surface is colored according to

the quadratic from the previous example. Notice the agreement between

our solution and the image.
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An Orthogonality Constraint

Suppose Q = ~xTA~x, A is a real n ⇥ n symmetric matrix, with

eigenvalues

�1 � �2 . . . � �n

and associated eigenvectors

~u1, ~u2, . . . , ~un

Subject to the constraints ||~x|| = 1 and ~x · ~u1 = 0,
The maximum value of Q(~x) = �2, attained at ~x = ~u⇤.

The minimum value of Q(~x) = �n, attained at ~x = ~un.

Note that �2 is the second largest eigenvalue of A.

Theorem
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Example 3

Calculate the maximum value of Q(~x) = ~xTA~x, ~x 2 R3
, subject to

||~x|| = 1 and to ~x · ~u1 = 0, and identify a point where this maximum is

obtained.

Q(~x) = x2
1 + 2x2x3, ~u1 =

0

@
1
0
0

1

A
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X 1 = X
= 1

,

Xz = -1

r = (6) · = (p) ,
v= /i)

& (x) = 1.2· x + (1) · 15 .x*

m = 1 = (P+x + 2 -x

E
x

= 0

= I

&Max : &(x) = 1 when E
X- V3 = 0

X - v = 0

H

X
=V

,



Example 4 (if time permits)

Calculate the maximum value of Q(~x) = ~xTA~x, ~x 2 R3
, subject to

||~x|| = 5, and identify a point where this maximum is obtained.

Q(~x) = x2
1 + 2x2x3
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-

Max =? 1
,
5

,25 5
& (x) = XT . A . X

Max = 25 when

?
5

⑲
Min = -25 when X =+55



Section 7.4 : The Singular Value Decomposition

Chapter 7: Orthogonality and Least Squares

Math 1554 Linear Algebra
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Topics and Objectives

Topics

1. The Singular Value Decomposition (SVD) and some of its

applications.

Learning Objectives

1. Compute the SVD for a rectangular matrix.

2. Apply the SVD to

I estimate the rank and condition number of a matrix,

I construct a basis for the four fundamental spaces of a matrix, and

I construct a spectral decomposition of a matrix.
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&call (Spectral Decomposition(

A : nxn real symm .

Them (i) Every eigenvalue is real.

(ii) Diagonalizable A = P . D . PT

Shi
.2

,

"

,
En] : ONB for R

"

↓? eigenvector .

(iii) A = <1 +X2
T

+ -- + Xn Unit
-

P = (vv-- - m]
,

pTp = I = P . PT

I = V. + 2. 25 +..
- + Un .T

AI = Ar,iT++ ... + Ar-in

* = XIWT + XEn +--- + Xin

Now, A : mxn real

P .
S

.
d

ATA: real symm,estivesemi definite

a(x) = xT. (AT - A) . X = (xT At) (A-X)

= (A : x)T(Ax) = 11 Ax 0

Eigenvalues iAX
↑1x X2y. . Mr > Xm = -- - = Xn = 0

=> E &V
,
2 :- , Und : ONB for IR"

t
Eigenvectors for ATA .

=>A =AAA



① Ort ,
Vrtz ,

"

, Un : eigenvectors for ATA
,
X = 0

AT . A v = 0 for k= H, . .

., n

0 = T . AT . A . U = (Art . (Ar = 1Ave

Auk = o

* = An . T + Ar-esT +... + AUrUrT
.

& Col(A) = Spand Al ,
Ala

,

---

,An

es
,-" ,

en can be written as lin.
. Combi of::in

= Spand Ar
,
Ar

,

---

,
Ar

- Xj
-Vj orthogonalo lin

. indep

&
(Ari)(Av)
=
riT.AXj(

2

DArill
= Ari Avi = Xi vil = normal
GAMAr ,

---Ah Orthoal basis

S
-Fr

for Cl(A)

r = dim(Col(Al) = Rank (A)

Leef Ti = Ki : the singular value for A,

5
:= *: = Ar , it1.2-ir

& Us
,

U2,
-

,
Urb : ONB for ColIA).

* = riAy . T +Are -ET +... +FAUr-r
= T . U ..2 +2 Ur +... + Fr. UreT



Singular Value Decomposition .

Eigenvectors for AT .A
& V

, E ,
-

, Wil
ONB fr RL

↓ X Nul (ATA)

Sh
,

. .

., 204 & Ur
, Van,

---

.
Wn] : ONB for NIA)

: ONB for Nul(Al
+ ↑ ATA

Eigenvectors for X=0

Col (AT (
AU =

0

Row" (A)

& UL
,
U2

,

---

,
UnY : ONB for Col(A) in Iph

&
.

. . --

, Umb : ONB fo ColCAlt in Rh

(By Gran-Schmidt(

A-M
MXn

t = [U U2 --- Un Ura--- Um]
Orthogonal Mat .

v =182 ... En]
Orthogonal Mat .

Ei = (...)



Example 1

The linear transform whose standard matrix is

A =
1p
2

✓
1 �1
1 1

◆✓
2
p
2 0

0
p
2

◆
=

✓
2 �1
2 1

◆

maps the unit circle in R2
to an ellipse, as shown below. Identify the unit

vector ~x in which ||A~x|| is maximized and compute this length.

x1

x2

multiply by A
x1

x2
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Co is
V

when (x1 = /

↓
#

Max of 1AxI = 25 when X =2)
Min

of1X1 = E when x== [T]



Example 1 - Solution
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Q(x) = 11Ax() = (Ax(T - (x)

= XT . (ATA) - X
.



Singular Values

The matrix ATA is always symmetric, with non-negative eigenvalues

�1 � �2 � · · · � �n � 0. Let {~v1, . . . ,~vn} be the associated orthonormal

eigenvectors. Then

kA~vjk2 =

If the A has rank r, then {A~v1, . . . , A~vr} is an orthogonal basis for ColA:

For 1  j < k  r:

(A~vj)
TA~vk =

Definition: �1 =
p
�1 � �2 =

p
�2 · · · � �n =

p
�n are the singular

values of A.
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Positive Semi Definite

ONB for1RM

↑j

O O O

j +k



The SVD

A m ⇥ n matrix with rank r and non-zero singular values �1 �
�2 � · · · � �r has a decomposition U⌃V T

where

⌃ =


D 0
0 0

�

m⇥n

=

2

6666664

�1 0 . . . 0

0 �2 . . .
.
.
. 0

.

.

.
.
.
.

. . .

0 0 . . . �r

0 0

3

7777775

U is a m ⇥ m orthogonal matrix, and V is a n ⇥ n orthogonal

matrix.

Theorem: Singular Value Decomposition
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mxn

nxn

mm VT

↓ v := (ii--. Un]
GNB

, Eigenvectors
for AT.A

&:= -

,
Tr =Er

↑r = -- - = Xn = 0

Eigenvalues for

AT . A.

③ to :=Ur
,
tr- Um

↑
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I (

Ui = Ar ; ONB fo CollAt

i = 1,- r using Gram-Schmidt
.



Algorithm to find the SVD of A

Suppose A is m⇥ n and has rank r  n.

1. Compute the squared singular values of ATA, �2
i , and construct ⌃.

2. Compute the unit singular vectors of ATA, ~vi, use them to form V .

3. Compute an orthonormal basis for ColA using

~ui =
1

�i
A~vi, i = 1, 2, . . . r

Extend the set {~ui} to form an orthonomal basis for Rm
, use the

basis for form U .
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Example 2: Write down the singular value decomposition for

2

664

2 0
0 �3
0 0
0 0

3

775 =
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is
M1 = 9

,

x2= 4 T = 3
,

52 = 2

r = n = 2

e = [i]
v= ( ! ]

U1 = -Au= /] = ()
uz = &Ar = +(% ) = (g)
up = ( %)U



Example 3: Construct the singular value decomposition of

A =

2

4
1 �1
�2 2
2 �2

3

5.

(It has rank 1.)

Section 7.4 Slide 41

VT ⒔

#12x2

I
Eigenvalues
det (ATA -XI) = X - 184 + 0 = 0

X=8 , x
Eigenvect
Nul(ATA-187) = Nul[-99y = Nul(

simili =1.
+ =8

.

un= Am=/]
= +(2) = 5) -]
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&Us Y : ONB for CollAlt=(AT)

Nul(AT) =Null ]
Parametric Vester Form:
Uc= (2) ColcA)

+

(5] - *(4 ] = (3 + (2)
=(

u=



(Singular Value Decomposition]
A : mxn real

ATA : nxn real symm. positive semidefinite.

* X2x . . . >Xr > XrH = Xr+2
=.. = Xn = 0

& V
,
E

, . .., Und ONB for RY eigenvectors.

Ar = o fok = +H
,
r+ 2

, .... n ) Nul(A) = Nul (ATA))

A = NAUT +AUT + -. - +A- u L
= U = Uz

= Ur

Ti = Ki : singular values for A.

- T . U . UT + TUET +.. - + No UNIT

& Us
,

U2
,
-.., Unl : ONB for Col(A)

& UrH
,

---

,
UmY : ONB for CollAlt) v = Rank(A)

= Rank (AT. A) )

& Fox , Fre ,

---

, Und : ONB for Nul(Al

eigenvector for X = 0

in Nul(ATA) = Null)

& V
,
22 ,

--

, Vrh : ONB for NullAt = Col(AT)

= Row (A)

mxn mXM nxn

=> A = U . I . VT , = /]mXn

E = (U1 : - Um]
,

V = [W , - :En]



Applications of the SVD

The SVD has been applied to many modern applications in CS,

engineering, and mathematics (our textbook mentions the first four).

Estimating the rank and condition number of a matrix

Constructing bases for the four fundamental spaces

Computing the pseudoinverse of a matrix

Linear least squares problems

Non-linear least-squares

https://en.wikipedia.org/wiki/Non-linear least squares

Machine learning and data mining

https://en.wikipedia.org/wiki/K-SVD

Facial recognition

https://en.wikipedia.org/wiki/Eigenface

Principle component analysis

https://en.wikipedia.org/wiki/Principal component analysis

Image compression

Students are expected to be familiar with the 1
st

two items in the list.
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The Condition Number of a Matrix

If A is an invertible n⇥ n matrix, the ratio

�1

�n

is the condition number of A.

Note that:

The condition number of a matrix describes the sensitivity of a

solution to A~x = ~b is to errors in A.

We could define the condition number for a rectangular matrix, but

that would go beyond the scope of this course.
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->m
ia
-] -

- largest
= smallest

.



Example 4

For A = U⌃V ⇤
, determine the rank of A, and orthonormal bases for

NullA and (ColA)?.
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V
*

= T

ONB for ColCA)

- rank(A)=3

- ONB for Null (A)

&
ONB fo ColCAlt

T

&on



Example 4 - Solution
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The Four Fundamental Spaces

1. A~vs = �s~us.

2. ~v1, . . . ,~vr is an orthonormal basis for RowA.

3. ~u1, . . . , ~ur is an orthonormal basis for ColA.

4. ~vr+1, . . . ,~vn is an orthonormal basis for NullA.

5. ~ur+1, . . . , ~un is an orthonormal basis for NullAT
.
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The Spectral Decomposition of a Matrix

The SVD can also be used to construct the spectral decomposition for

any matrix with rank r

A =
rX

s=1

�s~us~v
T
s ,

where ~us,~vs are the sth columns of U and V respectively.

For the case when A = AT
, we obtain the same spectral decomposition

that we encountered in Section 7.2.
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