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Section 1.
Properties of Probability



Why Probability and Statistics?

Two main reasons are uncertainty and complexity.

Uncertainty is all around us and is usually modeled as randomness: it
appears incall centers, electronic circuits, quantum mechanics, medical
treatment, epidemics, financial investments, insurance, games (both sports
and gambling), online search engines, for starters.

Probability is a good way of quantifying and discussing what we know
about uncertain things, and then making decisions or estimating

outcomes.



Why Probability and Statistics?

Some things are too complex to be analyzed exactly (like weather, the
brain, social science), and probability is a useful way of reducing the

complexity and providing approximations.



Definition: Experiments, Sample spaces, Events

We consider experiments for which the outcome cannot be predicted with
certainty.
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Such experiments are called random experiments.
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The collection of all possible outcomes is denoted by S and is called the
sample space.

Given a sample space S, let A be a part of the collection of outcomes in
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Algebra of sets
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The unionof Aand B= A UB = 1 ¥ - «cA OR o« eBY
The intersection of Aand B= ANB = 3 X «eh MP  Xe B g

The complements of A = A/ = A = 3 X' kA

A1, Ao, -+, Ak are mutually exclusive events: bLor [E 3 As 0 A; = qé
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A1, Ay, -, A, are exhaustive events: AMUALY - UAe = )

A1, Ay, -+, Ax are mutually-exclusive and exhaustive events: = Pyt Hion

S
X



Algebra of sets

Commutative Laws O rdar- Ao esr\‘—j- ke
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Definition of Probability

Consider repeating the experiment a number of times-say, n times. We

call these repetitions-trials:

Count the number of times that event A actually occurred throughout
these n trials; this number is called the frequency of event A and is
denoted by N(A).

The ratio N(A)/n is called the welative frequency of event A in these n
repetitions of the experiment.

As n increase, one can expect that the relative frequency tends to
stabilize, close to some number p.

This p is called the probability of A. Trhmidue Defrnchun

E)(p = Tosein g A CoIN
QQAD@M* N\ HMNLS

A = %(‘4“\
N = & oF  evadr B Occur,



Definition of Probability

Definition

Probability is a real-valued set function IP that assigns, to each event A
in the sample space S, a number P(A), called the probability of the
event A, such that the following properties are satisfied:

1. IP(A) > 0 for all events A
Ty v

2. P(S)=1 o 7“/9@
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3. For mutually exclusive events Ay, Ap, - - -,
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Definition of Probability

Theorem
Let A, B be events.

1. P(A) = 1 — P(A°)
2. P(2)=0"

3. If AC B, then P(A) < P(B). T oot
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Definition of Probability
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Example
A fair coin is flipped successively until the same face is observed on

successive flips.

What is the probability that it will take three or more flips of the coin to

observe the same face on two consecutive flips?
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Definition of Probability

Theorem
For events A, B, C,

» P(AUB)=P(A)+P(B) -P(AnB)
P(AU BWE) = P(A) + P(B) + P(C)

3 _P(ANB)—P(BNC) - P(CNA)
+P(ANBNC)
\
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B = D VE , DaE=
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Definition of Probability

Example
Among a certain population of men, 30% are smokers, 40% are obese,
and 25% are both smokers and obese.

Suppose we select a man at random from this population.

What is the probability that the selected man is either a smoker or obese?
P(w) = o2

PLO) = o4
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Probability with Equally likely outcomes

\S“ Qr\?-\—e :
equielly (el oudtomes
Let S = §e1, e, ..., emj(.

If each of these outcomes has the same probability of occurring, we say
that the m outcomes are equally likely. = P ( 4 ¢,9) = P(sel)=--
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Probability with Equally likely outcomes

Example

Let a card be drawn at random from an ordinary deck of 52 playing cards.

What is the probability that a king is drawn?

13



Section 2.
Methods of Enumeration




Multiplication Principle

Suppose that an experiment E; has n; outcomes and, for each of these

possible outcomes, an experiment E> has np possible outcomes.

Then the composite experiment Ej E» that consists of performing first Eq

and then E> has nyny possible outcomes.

The multiplication principle can be extended to a sequence of more than

two experiments or procedures.

D
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Multiplication Principle

Example
A cafe lets you order a deli sandwich your way.

There are: Ej, six choices for-bread; E», four choices for meat; Es, four
choices for cheese; and E,, 12 different garnishes (condiments).

What is the number of different sandwich possibilities, if you may choose
one bread, 0.or.1 meat, 0.or. 1 cheese, and from 0 to 12 condiments?
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Example

What is the number of the arrangements of four letters a, b, ¢, d? 4.

Definition
Each of the arrangements.(in a row) of /n different obfects is called a
permutation of then objects. — oyl

—
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If onl\@positions are to be filled with objects selected from™H different

objects, r < n, then the number of possible ordered arrangements is

Definition 3

Each of th¢ ,P, /arrangements is called a permutation of n objects taken

@atatime. — N _Ln_‘\ - (n=r+ 1)

= no-(ney) —-- (nD=r4)) - (eEE)n=r=}) S
S e N A o B S
n
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Example
What is the number of ways of selecting a president, a vice president, a
secretary, and a treasurer in a club consisting of ten persons?

DDDDT

- v > /O]
—_—r <" T

18



Sampling

Suppose that a set contains n objects. Consider the problem of selecting r

objects from this set.

e If r objects are selected from a set of n objects, and if the order of
selection is noted, then the selected set of r objects is called an

ordered sample of size r.

e Sampling with.replacement occurs when an object is selected and

then replaced before the next obiect is selected.

e Sampling without replacement occurs when an object is not replaced

after it has been selected.

19



Sampling

Lyrom
Example @réTMV‘ﬁ deck
What are the number of ordered samples of five cards that can be drawn\/jl
with /without replacement? s,
[7\3/Q mf\awmé’wlt G2 carde
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Definition

Each of the unordered subsets of {1,2,--- ,n} is called a.combination. of
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Example

The number of possible five-card hands (in five-card poker) drawn from

a deck of 52 playing cards.
no=52
J/ Chacce E ot randsnn
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Binomial Theorem

Binomial Theorem
w Ne o
Y = 0, (Darork = (o (L )a b [ fyol b

n—x

Suppose that a set contains n objects of two types: r of one type and
n — r of the other type.

The number of distinguishable arrangements is




Binomial Theorem

Example
A coin is flipped ten times and the sequence of heads and tails is

observed.

The number of possible 10-tuplets that result in four heads and six tails
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Binomial Theorem

I U R A

@ C\f\sc:&{ 3 43”\/ (0N

—

AVY\Ohj 7 3"8?)’\4\‘\"\?’2') %f“ﬁ
>
Cleese A L L
oo Bl

% in the expansion of (a1 + -+ as)" is

(o 7 (o] ol 10 |
) (451 30 74 4

In 5@&\%&
0 il N Ny Ng
(: Q(( + 0, +--- —/—O\SB - Z:i <V\(‘V\L;"V]D O\jL'Oo_

Qs 25

Multinomial coefficients

The coefficient of af'ay
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Section 3.
Conditional Probability




Conditional Probability

Example
Suppose that we are given 20 tulipsbulbs that are similar in appearance
and told that eight will bloom early,(12 wil bloom date, 13 will be red,

and séven will be yellow.

If one bulb is selected at random, the probability that it will produce a

red tulip is _ 13
2.0
The probability that it will produce a red tulip given that it will bloom
early is -
( C
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Conditional Probability

Definition
The conditional probability of an event A, given that event B has

occurred, is defined by

_ P(AnB)
R e
provided that IP(B) > 0. e o
w g a~
}‘ /6 \~{ ) (P (QQA " Emby)
(P( Q@A [ Eoﬂ\/\ o= ( -
P Eady)

- ~_E_Zj%/9,_// =

g/%
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Conditional Probability

Example
If P(A) =0.4, P(B) =0.5, and P(AN B) = 0.3, then P(A|B) =
PCA aB) 5.3
P(AlB) = -~ R
= Pl ©.&

:Q,é

3
<
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Conditional Probability

s ) . A
Example /

Two fair four-sided dice are rolled and the sum is determined. Let A be

the event that a sum of 3 is rolled, and let B be the event that a sum of
3 or a sum of 5 is rolled. The conditional probability that a sum of 3 is

rolled, given that a sum of 3 or 5 is rolled, is

4'?}( {SL/'LF _/iv_ B;
(1 2) (1,9) (1) (1,2 . (2,0
(1,3 () 23D
Ctow) (5 2) (%0

; AaB=A
4 £ 5
ol TONIES FU AL =
GutLome S PCB> 4 of B
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Properties of Conditional probabilities

Theorem
Suppose P(B) > 0.

1. P(A|B) > 0.
2. P(B|B) =1.
3. If A1, As, -+, Ak are mutually exclusive events, then

]P(Al U A, U---UAk|B) = ]P(A1|B) —|—---—|—]P(Ak‘B).

4. P(A°|B) = 1 — P(A|B).

30
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= PGRIA - P(A)

The multiplication rule

The multiplication rule

The probability that two events, A and B, both occur is given by

P(AN B) = P(AB)P(B) = P(B|A)P(A).

P(AuBY = PCA)Y + PQR) - A qBR)
< b(aaB)= PCAITBY-F(B)
= P (BI&AY- PIAY 31



The multiplication rule

Example
At a county fair carnival game there are 25 balloons on a board, of which

ten balloons are yellow, eight are red, and seven are green.

A plaver throws darts at the balloons to win a prize and randomly hits

one of them.
Suppose the player throws darts twice.

What is the probability that the both baloons hit are yellow?

32



The multiplication rule

Example

A bowl contains seven blue chips and three red chips.

Two chips are to be drawn successively at random and without
replacement.

Compute the probability that the first draw results in a red chip and the
second draw results in a blue chip.

— © £ &
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The multiplication rule

Example
A bowl contains seven blue chips and three red chips.

Two chips are to be drawn successively at random and without

replacement.

Compute the probability that the first draw results in a red chip and the

second draw results in a blue chip.

33
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The multiplication rule

Multiplication rule for three events
P(AN BN C)=P(AP(B|A)P(C|/AN B).

34



The multiplication rule

— A CMFJ&
@ 52 (/\/T&‘\b(f%— N@)[ﬁm i

Example
Four cards are to be dealt quccessively at random and without

replacement from an ordinary deck of playing cards. ¢, ouds
13 (3 13

The probability of receiving, in order, a spade, a heart, a diamond, and a
Cllib IS is(’ 2”} ?M
R . |
P( £~C b S=H ad =D wd =
o
= P a5y - P IESs) Ryl | g 2T)
od L

P(uh=c | £©~s . 270, 37=D)

= 3 13 13 3. .
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The multiplication rule

Example
A boy has five blue and four white marbles in his left pocket and four

blue and five white marbles in his right pocket.

If he transfers one marble at random from his left to his right pocket,
what is the probability of his then drawing a blue marble from his right

pocket?
L edt+ O QTglvd' LH/QD_
A _ (B4
O O ©O Yol 0 ,
o © 8
o o O o B
o \_/,J O ©°
a O 36
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P( T=p) = P( T=8, T=8B> ~+ P T=w , T=8)

P( Top). P(T=B| 1=p) ¥ P(T=w) P(E=[IW)
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Section 4.
Independent Events




Independent Events

For certain pairs of events, the occurrence of one of them may or may not
change the probability of the occurrence of the other.

In the latter case, they are said to be independent events.

37



Independent Events

I HH, TT, KT , TH =8

—

Example
Flip a coin twice. Let é = heads on the first flip and B = tails on the
second flip = QHH,HT(\ = %HT)TTﬁ
Compute P(B|A) and P(B). Nab =23 HT)
VTM & of Ao18 i
PCEB = =
* A A
P(gy = =2 - 1

G =)
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Independent Events

Definition: Independence -
Events'A and B are independent if and only & P(AN B) = P(A)P(B).

Otherwise, A and B are called dependent events.

39



Independent Events
(it~

S‘:% 51,13 , (1, ) ”’,(1363
(2, ), o,y , -0, OUL) 3(

@/ g obrf-taMes
Example = ¢, = - . C66) i’

A red die and a white die are rolled.

Let A= {red is 4} and B = {sum is odd}. Are they independent?

! PAY=s  Y5¢ :%
4,0, (4,9) -, (4,05 ﬁ
'?(é / b () = !g/%é :?Df\
oot (omel
” P (AaB) = 3f( - >
B=13 (4,2, Clowy, (L6 !

J
(5.1) , (>,3),@,5)  PWB POTL%

£<3 =18 ordcomes 40
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Independent Events

Example

A red die and a white die are rolled.

Let A= {red is 5} and B = {sum is 11}. Are they independent?
N

&~
NN () ~~-,w%
pS LCS). (56 AaB =3 (5.0
PaY= SAC = ¢ PBY = o = Tz

[
pAa)= Y & bW P T g
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Independent Events

Theorem

If A and B are independent, then the following pairs are independent:
\/\NLD

e Aand B¢

e A°and B

e A€ and B¢
C
PCAY - P(BS) = P as

I —

= PAY (4= PIBY) /ﬂ
= P (A — [P(M‘H)(B>

N —

- pP(A) — P(AANB) =

42
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P(A) = P(AaB) &+ P(ABS)
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P(A —P(AaB) = PR



Independent Events

Definition: Mutually independence
Events A, B, and C are mutually independent if and only if A, B, and C
are pairwise independent and
P(ANBNC)=PA)P(B)P(C).
P (AaB) = PA)- P(B)
P acd) =pPB)-PL)
P (Cap) = PO - Pea)
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Independent Events

Example

Three inspectors look at a critical component of a product. A
B
Their probabilities of detecting a defect are different, namely, 0.99, 0.98,

and 0.96, respectively. Assume independence.
C

Compute the following probabilities: (a) that exactly two find the defect,
and (b) that all three find the defect.

P(ca) = PCA B ~CD) + P(AaB aC)
+ F(AC/\Q a C)
c P - PG pcH T P@ BB - PLO

——

+  PCAY - PB)-PCO) *

6.99 - 0.9z - (1—67¢) + 099 - ({- 278 0-76

+ ({—0.97)09% ~ 0.9(



Section 5.

Bayes’ Theorem

Recall

, P (A aB)
" (TM&Q o balst L1 B TP = o
Nm‘ﬁ(ﬁ{?&:\ﬁm Rule PCANBD = P& PCR [A)
= PBY-PCAITB)
A amd B are  Tndependent o+ P(Aﬂgycﬁ—@
A B, C

S5 P(AY= P(A(B)
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The law of total probabilities

S5 P = P(AaB)+ P(AaB) + -+ + P(AaB
= PRy - PAIB) + PGB -PIAIB) «— + PBY- PIAIB)

The law of total probabilities

If By, -, B, are mutually exclusive and exhaustive events (partition),
then

P(A) =) P(ANB) =Y P(AB)P(B).
k=1 k=1

45
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PRI A) = P(AIB) PGB
P(A)
_ PLAL B PR
P (AR P(BY + P& 1B - P8 -— + F(A(B)-FB)

Bayes’ Theorem

Bayes’ Theorem

P(ANBy) _ P(B)P(AIBk) _ P(Bk)P(A|Bk)

FAA= e P(A) k1 P(AIBOP(BK)’
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Example

In a certain factory, machines I, Il, and IlI are all producing springs of the

same length.

Of their production, machines |, Il, and IlI respectively produce 2%, 1%,
and 3% defective springs.

Of the total production of springs in the factory, machine | produces
35%, machine Il produces @and machine |l produce@

If the selected spring is defective, what is the conditional probability that
it was produced by machine I117

D = § defechs ot To desu Y

I = % scyw Mmdn?r\@ T—ﬁ 47
T = %_ /! ﬂﬁ
Yﬂ_— = i 7/ ﬂ((
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P(D) =2
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P(DY = P((DaAT) + P(Dam) + P (Datr)



|
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Example
Bowl B, contains two red and four white chips, bowl B> contains one
red and two white chips, and bowl B3z contains five red and four white

chips.

Choose one of three bowls with P(B;) = 1/3, P(B,) = 1/6, and
IP(B3) = 1/2 and draw a chip from the chosen bowl.

Let R be the event that a red chip is chosen.

Compute P(R) and P(Bi|R).
N

oo/ ") e
48
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Example

Bowl B, contains two red and four white chips, bowl B> contains one
red and two white chips, and bowl B3z contains five red and four white

chips.

Choose one of three bowls with P(B;) = 1/3, P(B,) = 1/6, and
IP(B3) = 1/2 and draw a chip from the chosen bowl.

Let R be the event that a red chip is chosen.

Compute P(R) and P(Bs|R).
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