Section 3.1 : Introduction to Determinants
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Topics and Objectives

Topics
We will cover these topics in this section.
1. The definition and computation of a determinant

2. The determinant of triangular matrices

Objectives

For the topics covered in this section, students are expected to be able to
do the following.

1. Compute determinants of n X n matrices using a cofactor expansion.

2. Apply theorems to compute determinants of matrices that have
particular structures.

Section 3.1 Slide 2



Detarminant = E/ww‘ﬂ\ =\ N Medrice s —7 Q&w\ V\W\gﬂqg
CSquae )

A Definition of the Determinant

Suppose A is n X n and has elements a;;.
1. If n =1, A = laq1], and has determinant det A = aq;.

2. Inductive case: for n > 1,
det A = aj;det Aj; —ajpdet Ao +--- + (—1)1+"a1n det A1,

where A;; is the submatrix obtained by eliminating row 7 and
column j of A.

Example
e o 0 0 o
e © o o
e o o 0 o o o o o
A=|o o o o o = Ag3=
’ © 0o o0 o
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© o o o
© 0o 0 0 o

Section 3.1 Slide 3



Example 1

Compute det [a b] :

c d

.
M[?&] -

'
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Example 2

11
[
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Cofactors

Cofactors give us a more convenient notation for determinants.

— Definition: Cofactor \

The (i, j) cofactor of an n x n matrix A is

Cij = (—1)i+j det Aij

\. J

The pattern for the negative signs is

(7

+

_|_
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o+
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Theorem

r

\.

The determinant of a matrix A can be computed down any
row or column of the matrix. For instance, down the jth
column, the determinant is

det A = a1;C1j + a2;C2j + - -+ + @ Chj.

This gives us a way to calculate determinants more efficiently.
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Example 3

: 1 2 0
Compute the determinant of 11 ol
0 1 1 3]
(+ . .
dot (AY = (=) oy det (Pu) ¥ C><
= & Jdt [
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Triangular Matrices

~— Theorem

\.

\

If A is a triangular matrix then

Produck £ dingonall onfrieg

det A = aj1a92a33 -+ - App,-

Example 4

Compute the determinant of the matrix. Empty elements are zero.

A+
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Computational Efficiency

Note that computation of a co-factor expansion for an N x N matrix
requires roughly N! multiplications.

e A 10 x 10 matrix requires roughly 10! = 3.6 million multiplications
o A 20 x 20 matrix requires 20! ~ 2.4 x 10*® multiplications

Co-factor expansions may not be practical, but determinants are still
useful.

e We will explore other methods for computing determinants that are
more efficient.

e Determinants are very useful in multivariable calculus for solving
certain integration problems.
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Section 3.2 : Properties of the Determinant

Chapter 3 : Determinants

Math 1554 Linear Algebra

“A problem isn't finished just because you've found the right answer.”
- Yoko Ogawa

We have a method for computing determinants, but without some of the
strategies we explore in this section, the algorithm can be very inefficient.
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Topics and Objectives

Topics
We will cover these topics in this section.

e The relationships between row reductions, the invertibility of a
matrix, and determinants.

Objectives

For the topics covered in this section, students are expected to be able to
do the following.

1. Apply properties of determinants (related to row reductions,
transpose, and matrix products) to compute determinants.

2. Use determinants to determine whether a square matrix is invertible.
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Row Operations

e We saw how determinants are difficult or impossible to compute
with a cofactor expansion for large V.

e Row operations give us a more efficient way to compute
determinants.

~— Theorem: Row Operations and the Determinant

Let A be a square matrix.

1. If a multiple of a row of A is added to another row to
produce B, then det B = det A.

2. If two rows are interchanged to produce B, then
det B = — det A.

3. If one row of A is multiplied by a scalar £ to produce
B, then det B = k det A.

J

'R, —¥ 1 Ra + 5 Ry

Rew  Operatung
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Invertibility ¢ et

Important practical implication: If A is reduced to echelon form, by
interchanges of rows and columns, then

A = (—1)" x (product of pivots), when A is invertible
St = 141 = 0, &Tagz{\oQ when A is singular.
epHI LS
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Properties of the Determinant

For any square matrices A and B, we can show the following.
1. det A = det AT
2. Ais invertible if and only if det A # 0. = TMT .
3. det(AB) = det A - det B.

I

AB ¢ Thuerfvle
= dot (A) - AR ¥ o
> ATy Tkt B R Ttk
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Additional Example (if time permits)

Use a determinant to find all values of )\ such that matrix C is not

invertible. N

d
oo o

bt ¢ = (&=X) A@(** ‘>
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Additional Example (if time permits)

Determine the value of

0 2
det A = det 1 1
1 1

<
WP§
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—
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V
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]
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Section 3.3 : Volume, Linear Transformations
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Topics and Objectives

Topics
We will cover these topics in this section.

1. Relationships between area, volume, determinants, and linear
transformations.

Objectives
For the topics covered in this section, students are expected to be able to
do the following.

1. Use determinants to compute the area of a parallelogram, or the
volume of a parallelepiped, possibly under a given linear
transformation.

Students are not expected to be familiar with Cramer’s rule.
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Determinants, Area and Volume

In R?, determinants give us the area of a parallelogram.

A (a+c,b+d)
(c, d)

ad - bc

(a, b)

(0, 0)

area of parallelogram = det(Z 2) = ad — bc.
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Determinants as Area, or Volume

Theorem

The volume of the parallelpiped spanned by the columns of
an n X n matrix A is |det A|.

Key Geometric Fact (which works in any dimension). The area of

the parallelogram spanned by two vectors d, b is equal to the area
spanned by a, cd + b, for any scalar c.

a')
a,+ca,
-~

L

0 -
{‘ﬂl

p— —

FIGURE 2 Two parallelograms of equal area.

%
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Example 1

Calculate the area of the parallelogram determined by the points
(—2,-2),(0,3),(4,—1),(6,4)

"—2 'tl (>~’S’>

(a) (b)

FIGURE 5 Translating a parallelogram does not change its
area.
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Linear Transformations

~— T heorem \

If T4 : R™ +— R"™, and S is some parallelogram in R™, then

volume (T4 (S)) = |det(A)| - volume(.5)

\ S

An example that applies this theorem is given in this week’s worksheets.

_’T‘A(’Qﬁ = A?
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Section 4.9 : Applications to Markov Chains
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Topics and Objectives

Topics

We will cover these topics in this section.
1. Markov chains
2. Steady-state vectors

3. Convergence

Objectives

For the topics covered in this section, students are expected to be able to
do the following.

1. Construct stochastic matrices and probability vectors.

2. Model and solve real-world problems using Markov chains (e.g. -
find a steady-state vector for a Markov chain)

3. Determine whether a stochastic matrix is regular.
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Example 1

e A small town has two libraries, A and B.

e After 1 month, among the books checked out of A,

» 80% returned to A
» 20% returned to B

e After 1 month, among the books checked out of B,

» 30% returned to A
» 70% returned to B

If both libraries have 1000 books today, how many books does each
library have after 1 month? After one year? After n months? A place to
simulate this is http://setosa.io/markov/index.html

0.8 0.7

0.3

< B

0.2
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Example 1 Continued e L

The books are equally divided by between the two branches, denoted by

. 85! : C L
To=| ¢ What is the distribution after 1 month, call it 17 After two

months? g“PP*‘ Acg hotee, {=0 \
0) oy LY
A &) (B &

ﬁ/‘;‘/.—) B l [o o 70 o,
After k£ months, the distribution is £}, which is what in terms of Z? e
f-t de.
A N O\ 0.2 .00 {_o_g-}o
N [ \g [ 0.7 L:S
B N L 0.X A @

—
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Markov Chains NS AR
K= 1 O Flho +--- + 0= 1
A few definitions: o,
e A probability vector is a vector, &, with non-negative elements that

sum to 1.

e A stochastic matrix is a square matrix, P, whose columns are
probability vectors.

e A Markov chain is a sequence of probability vectors zx, and a
«/ stochastic matrix P, such that: X = PR

— (= — =
1% %%, % 7 iy =P k= 0,1,2 —
< g Tk41 L, s Ly 7@;? XL:P‘CPL;(—:):PSi

e A steady-state vector for P is %ctor ¢ such that Pg = q. \
Q probalbility . ‘{L
Ky = P —K?
,—5
=7
2 - - o
P = P_ P = P~ = %’
% | J \:(y‘)\_\
S v
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Example 2
Determine a steady-state vector for the stochastic matrix
.
8 .3 .
P :<.2' .7) §— Chondic r-A1in
T ©
pibolii ™y et
) C? ot P%ﬁ = 7 | CAR PV«L. wechv
RN —
P@ I = o0
(P-Tg =7
<O-9‘ O-B) _% - EB & S.le \Q\/ %z 5
0.0 —o3 o = A I
L §:[>=[LI]’L[1J
o0 —2L = ©
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Convergence

We often want to know what happens to a process,

Tps1 = PTp, k=0,1,2,...

as k — oo.

Definition: a stochastic matrix P is regular if there is some k such that
P* only contains strictly positive entries.

v od!
Theorem % —
If P is a regular stochastic matrix, then P has a_unique steady-
state vector ¢, and ¥x+1 = PZ} converges ts k — oo.
- =)
Xy T gy clee %
L ’EL”‘% o

'&_. . - = - N Zevs ff\—f%’g SL%
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Example 3 & N = e

A car rental company has 3 rental locations, A, B, and C. Cars can be
returned at any location. The table below gives the pattern of rental and

returns for a given week.

rented from
C
A B C Ao B \
A 8 1 2 = P=|of ol =
returnedto B .2 6 .3 03 of o3
cC 0 3 5 0 03 o C

There are 10 cars at each location today.
a) Construct a stochastic matrix, P, for this problem.
b) What happens to the distribution of cars after a long time? You
may assume that P is regular. C@,\Wﬁm@

0.8 0o s> [0 o =X
N

P =162 ok o3 [60.2 of ©32 has ne  2er Ol
0 0.3 o. 0 O3 o. :5 I) = ‘{“%Uv[?»\f
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Example 3

A car rental company has 3 rental locations, A, B, and C. Cars can be
returned at any location. The table below gives the pattern of rental and
returns for a given week.

rented from

A B C
A 8 1 .2 [
returnedto B .2 6 .3 c= —
C 0 3 5 =
There are 10 cars at each location today.
a) Construct a stochastic matrix, P, for this problem. /(;; >
b) What happens to the distribution of cars after a long time? You m?”‘\' ‘
may assume that P is regular. e « > M
e = F (
b
- - . -
(P + = T ?: [ 5 ] = s_/3
N © 4
Section 4.9 Slide 8 C P—\ 1’5 % \ O o

o,&’i 0. s [ >, i L >
Ptz o ohesl — ¢ 3|0 3 &
0 0.3 0. 3 ~\- Q) S O

3 -C +2Cc =~

-20\+L+1c
R W
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Topics and Objectives

Topics
We will cover these topics in this section.
1. Eigenvectors, eigenvalues, eigenspaces

2. Eigenvalue theorems

Objectives

For the topics covered in this section, students are expected to be able to
do the following.

1. Verify that a given vector is an eigenvector of a matrix.
2. Verify that a scalar is an eigenvalue of a matrix.

3. Construct an eigenspace for a matrix.
4

. Apply theorems related to eigenvalues (for example, to characterize
the invertibility of a matrix).
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Eigenvectors and Eigenvalues Lt hemeget c:;; 7; el ol

= PR
If A€ R" " and thereis a 175;1]1%” and (A=) =5

Av=\U

AvY - AV =<

then v is an eigenvector for A, and A € C is the corresponding
eigenvalue.

Note that

e We will only consider square matrices.
o If A e R, then

» when X\ > 0, AU and ¥ point in the same direction
» when \ < 0, AU and ¥ point in opposite directions

e Even when all entries of A and ¢ are real, A can be complex (a
rotation of the plane has no real eigenvalues.)

e We explore complex eigenvalues in Section 5.5.

Section 5.1 Slide 3



Example 1
Which of the following are eigenvectors of A = (i 1)7 What are the
corresponding eigenvalues? ?(\[
) (1) v o . |
a = — —
RS Ave = } [ X { 2 J |
[ (
. 5
U

0
c) U3 = ( ) =
0 16 NoT o« feT?m\,emLm. BQC&UM%@ U; —o
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2]
c[r_'_—)
T © ?*? oF. ATI? = AV

Example 2

Confirm that A = 3 is an eigenvalue of A = (_21 :411>

e

Need - ( A —3T) T =« [/W& My\—&—ﬁ\uh& G [ ‘

& A-37 7o NeT  neerdsble

= det (A-31) = ©
N~
Liair(/—\*%i"l“w( 2-3 -8 > ;{@L< . 7%} = ()-(-6)
= -3 T ~ =D~y
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(A - 2ADT =5

L—’—b Nrsw, HTM\A 23 [w’]‘l\d\/‘ S

are  Clawrages
Eigenspace
Rll(AT) = Ep= § Benvehe Ao AT VLT =MIAD

Definition

Suppose A € R™*"™. The eigenvectors for a given \ span a
subspace of R"” called the \-eigenspace of A.

Note: the A-eigenspace for matrix A is Nul(A — \I).

Example 3
Construct a basis for the eigenspaces for the matrix whose eigenvalues
are given, and sketch the eigenvectors.

5 —6
(3 5), At
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Theorems

Proofs for the most these theorems are in Section 5.1. If time permits,
we will explain or prove all/most of these theorems in lecture.

1. The diagonal elements of a triangular matrix are its eigenvalues.
2. A invertible < 0 is not an eigenvalue of A.
ﬁ> 3. Stochastic matrices have an eigenvalue equal to 1.

oG D 4 If U1, U, ..., U are eigenvectors that correspond to distinct
eigenvalues, then o1, Uy, ..., Uy are linearly independent.
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Warning!

We can't determine the eigenvalues of a matrix from its reduced form.

Row reductions change the eigenvalues of a matrix.

Example: suppose A = E ﬂ . The eigenvalues are A = 2,0, because

f=L 41-
ADROE

e But the reduced echelon form of A is:

e The reduced echelon form is triangular, and its eigenvalues are:

Section 5.1 Slide 8
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Topics and Objectives

Topics
We will cover these topics in this section.
1. The characteristic polynomial of a matrix
2. Algebraic and geometric multiplicity of eigenvalues

3. Similar matrices

Objectives

For the topics covered in this section, students are expected to be able to
do the following.

1. Construct the characteristic polynomial of a matrix and use it to
identify eigenvalues and their multiplicities.

2. Characterize the long-term behaviour of dynamical systems using
eigenvalue decompositions.
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The Characteristic Polynomial
(A-NDIW =0 foc Some T %o

Recall:
2

A is an eigenvalue of A < (A — AI) is not noeriibie

Therefore, to calculate the eigenvalues of A, we can solve
ke

det(A—XI)= O

N T 74

The quantity det(A — AI) is the characteristic polynomial of A.

U NN
The ;;(%ﬂﬂiy det(A — AI) = 0 is the characteristic equation of A.

The roots of the characteristic polynomial are the {T&Mw[weg of A.
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Example

The characteristic polynomial of A = (g ?) IS:

HOY = dot CA—AT) = def [

R R B R N
-4
So the eigenvalues of A are: o
— TN =6 ]
Q#()\\ — O £ocder
A=A sl =0 45 K Complebed Spu
J”/;; omadrahic  Locrmnln
N = h (3¢ —4
PR
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Characteristic Polynomial of 2 x 2 Matrices

Express the characteristic equation of

w2}

in terms of its determinant. What is the equation when M is singular?

C\A“h‘ E%V\ R &EA’ CM ~%1\ = O
dot ( AA L » = O
C d — s
n—N) (A**?i\ — [oC = O
e
ond @ ~@+>\l —bc= o
Section 5.2 Slide 13 ?\Q— MQO\{—C&\% - CO\& "\LQ‘) —Q
| '\/‘/_’T(/&N
fnce b M set M
! 4+~ (M)
_ hru
—Lg_ M C Tl 1L . &%’\‘H’Z @, Eqgimnsse
(s STyvlr | T ?”'"\ \
A=0Q , O+

AN A—la)) =N — fasd N o 3



Q@&‘s "9 C\”M‘ E‘TV\ = E[\JQMUMQ

(h— a?y A-oy-— = et (A-NTY = ©

Algebraic Multiplicity

Definition

The algebraic multiplicity of an eigenvalue is its multiplicity
as a root of the characteristic polynomial.

Example
Compute the algebraic multiplicities of the eigenvalues for the matrix

10 0 0
00 0 0
A=log 0 -1 0
00 0 0
=N O n
dep [ x ® o\ =det (A -ATH =0
> 5 ~l-A®
ooo"'

= (=N EN =1 - EN =9
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Geometric Multiplicity

Definition

The geometric multiplicity of an eigenvalue X is the dimension
of Null(A — \I).

| AR ane
1. Geometric multiplicity is always at least 1. It can be smaller than

algebraic multiplicity.

2. Here is the basic example:

s £ (o)

A = 0 is the only eigenvalue. Its algebraic multiplicity is 2, but the
geometric multiplicity is 1.

dot (A-nI) = =
N O
dlet-
Section 5.2 Slide 15 (B _>\5
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Example

Give an example of a 4 x 4 matrix with A = 0 the only eigenvalue, but
the geometric multiplicity of A = 0 is one.

5 O [ 23 LDy ~0 L
o o o | oo ) o o |
OOOOZDD&f S O o
0 5 o O o o o O L O o o o

= cg__ a%» gg/—(;@, . Var,
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Recall: Long-Term Behavior of Markov Chains

Recall:

e We often want to know what happens to a Markov Chain "
E‘ Vo
Tpr1 = P, k=0,1,2,... o (39/1!\
N L
as k — oo. P = w

o If P is regular, then there isa __ wnigyuk gw“‘fu Sfaz. Leahv

PK (/wvg o ey entriec CQ/\/‘ Lamve fe_

Now lets ask:

e If we don't know whether P is regular, what else might we do to
describe the long-term behavior of the system?

e What can eigenvalues tell us about the behavior of these systems?

P«(—g _ 1%—3 S %E S am v@/\\dBV\\feCdW
L P w =k

Section 5.2 Slide 17



Example: Eigenvalues and Markov Chains

Consider the Markov Chain:

S S 0.6 04Y) _ . 1
:ckH:ka:(OA O.6>xk’ k=0,1,2,3,..., Xy <0>
This system can be represented schematically with two nodes, A and B:
0.6 0.6
0.4
< B
0.4

Goal: use eigenvalues to describe the long-term behavior of our system.

det (A= 2T) =0

&Q‘_ ( o6 n e o7 6. 36 o (b=
b eeh i
Section 5.2 Slide 18 r>i_,, - C Q-_(__A‘\ ‘r\ 4—‘ Ko\gg‘_igc\ - O
‘Al - (D\'/\ + 0_9\ = O
5N - 6N + L =0 g
- x
(5D (A=) =0 . A=1, =
Nul CA=24-TY) = Null <—6-4‘ o-¢ \ = Mill <\ | \
> ¢  —o¢ O o
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vi- (1] Gprede A =L

= [ 'C an

T":[H: LLEH J“%L(l] T 2% tam

oy conr  EEIUE

,,—-

What are the eigenvalues of P?

[
= U3
1‘;2_
i :
X i )
Q’{{_-U\( —@'—.g:_—(?\\j\')_,

What are the corresponding eigenvectors of P?
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Use the eigenvalues and eigenvectors of P to analyze the long-term
behaviour of the system. In other words, determine what X, tends to as
k — oo.
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Similar Matrices

~— Definition

Two n X n matrices A and B are similar if there is a matrix P so that
A= PBP 1.

~— Theorem

If A and B similar, then they have the same characteristic polynomial.

\.

If time permits, we will explain or prove this theorem in lecture. Note:

e Our textbook introduces similar matrices in Section 5.2, but doesn’t
have exercises on this concept until 5.3.

e Two matrices, A and B, do not need to be similar to have the same
eigenvalues. For example,

(00) = (50)
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Additional Examples (if time permits)

1. True or false.
a) If A is similar to the identity matrix, then A is equal to the identity

matrix.
b) A row replacement operation on a matrix does not change its

eigenvalues.
2. For what values of k£ does the matrix have one real eigenvalue with

algebraic multiplicity 27
-3 k
2 -6
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