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Section 1.

Random Variables of the

Continuous Type



Continuous Random Variables

Let the random variable X denote the outcome when a point is selected at random

from an interval [0, 1].

If the experiment is performed in a fair manner, it is reasonable to assume that the

probability that the point is selected from an interval [13 ,
1
2 ] is

The CDF of X is
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Continuous Random Variables

Definition

We say a random variable X on a sample space S is a continuous random variable if

there exists a function f (x) such that

• f (x) � 0 for all x ,

•
R
S(X ) f (x) dx = 1, and

• For any interval (a, b) ⇢ R,

P(a < X < b) =

Z b

a
f (x) dx .

The function f (x) is called the probability density function (PDF) of X .

2

P(a(X(b) = P(a(X-b)

P(ak X < b) =

density

Note For a continuous RV, P(X = a) = 0.
-

P(X = a)
=(mP(a

- E(X <a+

=m Sate Fold x. .

Note There
many

RVs (not
discrete and

not continuous



Continuous Random Variables

The CDF of X is

The expectation (mean) of X is

The variance of X is

The standard deviation of X is

The moment generating function of X is

3

Discrete : E(X] = Ex f(x)

F(x = P(X - x) = D(X = ( 0
, x)) =[ f(t)de

M = E(x) = xf( dy

Var(X) = (F((X-M() =) F f(xdx=
E(x2) - Ex

Std(x)= Na
= Pxfexdx - [fetido

M(t = ECetX) = 8 etfNdX .

Practice (or Recall) basic Integration .

n -
--

e, Sinx ,
cose ,

1x
,

x,

E Integration by parts

:



Continuous Random Variables

Properties

The PMF of a discrete random variable is bounded by 1. But for PDF, f (x) can be

greater than 1.

For CDF F , we have F 0(x) = f (x) where F is di↵erentiable at x .

4

PMF = P(X = x) < 1

&
-

↑
Derivative of CDF

.

F(x) = ( fledt
F(x) = d & -HHdt i f

Fundamental Th
of Calculus.



Continuous Random Variables

Example

Let X be a continuous random variable with a PDF g(x) = 2x for 0 < x < 1.

Find the CDF and the expectation.
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Continuous Random Variables

Example

Let X have the PDF f (x) = xe�x . Find the MGF.
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· f(x >

I to be - PDF [ . %: dx = 1
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Continuous Random Variables

Example

Let X have the PDF f (x) = xe�x . Find the MGF.
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M(t) = E(etY= f(xdx = %x x + x

dx =?x
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C S dx
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-

Sur I u .r -Su . ~

v = 4 p = 1

u = e
( 1-t)x

u = - (t)-
(+ 4

* *

2) [ (1- 1) IS xe --xdx
= - Xe

- x
·

e

-
·

= 0 - O*
-2 ,

(+>0
E

DNF. +> 1



Uniform Random Variables

Definition

X is a uniform random variable if its PDF is constant on its support.

If its support is [a, b], then the PDF is

We denote by X ⇠ U(a, b).
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Uniform Random Variables

Theorem

If X ⇠ U(a, b), then

E[X ] =

Var[X ] =

M(t) =

8

# : X ~ US1
,
3) = Unif(1 ,

3)
.

-

-
b

= %xf(x)dx = !x·adx = M
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Uniform Random Variables

Example

If X is uniformly distributed over (0, 10), calculate P(X < 3), P(X > 6), and

P(3 < X < 8).
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P(X(3) = f P(X >6)=

t I
/i / / i 3 t/I I3 / "I



Uniform Random Variables

Example

A bus travels between the two cities A and B, which are 100 miles apart.

If the bus has a breakdown, the distance from the breakdown to city A has a

U(0, 100) distribution.

There are bus service stations in city A, in B, and in the center of the route between

A and B.

It is suggested that it would be more e�cient to have the three stations located 25,

50, and 75 miles, respectively, from A.

Do you agree? Why?

10

Recall

* there exists a PDF .

· X is a
RV if

· f(x) is a PDF if f(x) >0 for all x

E SR f(x) dx = 1

((a< X ( b) =

a
f( dx

.

· X~ Unif (a , b) if f(x) =

↑ · acb
0

. W
.

X breakdown2 TC0 ,
fool

↓

A · s # · B

1

/
service
=>
Stations

Idea : Optimize the distance from X to the nearest station
.

-

u(X)

u(X) I X X 425

E IX-5ol 25 < X < 75

100- X
x >15

#(u(X)] = (u( .-x = U. x = -dy
,
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Percentile

The (100p)-th percentile is a number ⇡p such that F (⇡p) = p.

For example, the 50th percentile is the number ⇡ 1
2
= q2 such that F (⇡ 1

2
) = 1

2 and this

is called the median.

The 25th and 75th percentiles are called the first and third quartiles, respectively, and

are denoted by q1 = ⇡0.25 and q3 = ⇡0.75.

11

m is median (m = TL) if F(m) = t
-

is (10op(th percentile

↑ PDF

In general , TP

-
+-y, PEF

= median-

Ex 50th percentile (p =2)
,

>5th percentive (p =Ex)
.

PCDF
.

F(x) =
P(X-x)

·

MIPD
7

F(y = t -
πE #



Percentile

Example

Let X be a continuous random variable with PDF f (x) = |x | for �1 < x < 1. Find

q1, q2, q3.

12

Fi
q1 ?

xi
i

t
E I

·x

1. x=
=> 81 = - Y

= t

q2= m = 0 by symm.
x=

q3= /



Exercise

Let f (x) = c
p
x for 0  x  4 be the PDF of a random variable X .

Find c , the CDF of X , and E[X ].

13



Section 2.

The Exponential, Gamma, and

Chi-Square Distributions



Exponential random variables

Consider a Poisson random variable X with parameter �.

This represents the number of occurrances in a given interval, say [0, 1].

If � = 5, that means the expected number of occurrances in [0, 1] is 5.

Let W be the waiting time for the first occurrence. Then,

P(W > t) = P(no occurrences in [0, t]) =

for t > 0.

14

1+] X = # of Customers - Pois(x)
*

u
O W 1

x = average # in 1 hr
.

W = waiting time until 1st customer (F(z = f(x)

Find CDF
.

P(W(H) = 1 - P(W > + )

-It
.+

#

( # of customers in [0 , +3)
~ Pois(xt)

T e
- x+

F(t) = 1 - q
- xt

f(t) = F'H) = X .
Ext. Exponential RV .



Exponential random variables

Definition

We say X is an exponential random variable with parameter � (or mean ✓ where

� = 1
✓ ) if its pdf is

f (x) = �e��x

for x � 0 and otherwise 0. Here, � is the parameter and ✓ is the mean.

15

=

#(X) = 0 = *.



Exponential random variables

Theorem

Suppose that X is an exponential random variable with parameter � = 1
✓ .

E[X ] = 1
� = ✓

Var[X ] = 1
�2 = ✓2

M(t) = �
��t = 1

1�✓t

16

~ Exercise.:
u = XX

E(X) = (nx - f(xdx = %xx - G
**

&y du = xdx

dx=.du

- W
I * - du -> *

*

Jo
↓

-In
on
+ (4

. +-E ")) - . 1 . -"Ide
it .

U e

1 Integration by Parts.
Exercise.



Exponential random variables

Example

Let X have an exponential distribution with a mean ✓ = 20.

Find P(X < 18).

17

-XX
f(x) =t = xe

- xt

F(x) = 1 - G = 1 - e

F(10) = P(X < 18) = 9 x = (e)-20 o]
= -

-

+ 1 = 1-

Note : P(X > +) =

*
= *



Exponential random variables

Example

Customers arrive in a certain shop according to an approximate Poison process at a

mean rate of 20 per hour.

What is the probability that the shopkeeper will have to wait more than five minutes

for the arrival of the first customer?

18

X = # of customers a Pois (20)

W = waiting time for 1st customer in hi

~ Exp with 1 = 20 o = to

P(W> ) = e

- x.
o

=-
- -



Exp. Random Variable. = the waiting time for 1st occurance

for Poisson
.

I *
A + x)
o t

Poisson with4

WP

Exp. RV
.

D fw(t) = xe

*
= + ,

+ 0

② # [W] = * = 0

③ Var(W) =* = 0

④ P(W > +) = e
- xt



Gamma random variables

Consider a Poisson random variable X with �.

Let W be the waiting time until ↵-th occurrences, then its CDF is

F (t) = P(W  t) = 1� P(W > t) = 1�
↵�1X

k

(�t)ke��t

k!
.

Thus, the PDF is

f (x) =
�(�x)↵�1

(↵� 1)!
e��x .

This random variable is called a gamma random variable with � and ↵ where

� = 1
✓ > 0.

This can be extended to non-integer ↵ > 0.

19

# of success in a trials

Bini
: # of trials until 1st success Bin

*
NegBir L # of trials centil

-

-Poison : #t

with
Success

1 2

Geom

customer

Exp
: Waiting Time for 1st custome.



Gamma functions

The gamma function is defined by

�(t) =

Z 1

0
y t�1e�y dy

for t > 0.

By integration by parts, we have

20

-y
- e

↑

-

↑

(t -1) . yt
-

N

↑( = ( yt . ( - -3)] - (81t -1) ytt . C-etsdy

= lim (Nt . ( 54) - 0) + (-1)) yt
-2

Edy
N+ O ~

vo

(t - 1) - 1

-:
· edy
"T(t - 1)



Gamma functions

In particular, �(1) =

�(2) =

�(3) =

�(n) =

for integers n.

21

↑It = yt -Hdy
↑ (H = It +1) MH-1)

5 yt-f - Ydy = % Ydy = [ - 178 = 1
.

1. P(1) = 1
.

2. N(2) = 2 - 1 = 2 M (4) = 3 . M(3) = 3 . 2 - 1 = 3 !

(n - 1 ) = (n-D(n-2) N(n-2) =. - . = (n-1) (n-2) - ... 2 . 1

= (x - 1) !

Gamma Function = Generalized Factorial
.

T(E) = ... or M) =...

S y2-t - Y dy
- any positive #

Let X~Gamma (42)
/

x4xx -X

fx(x) =
-

e

T (d)
-

C

Ex .

X-Normal X2



Gamma random variables

Theorem

E[X ] = ↵
�

Var[X ] = ↵
�2

M(t) = 1
(1�✓t)↵ for t  1

✓ .

22

= < . (Expectation of Exp. .
)

= 2 . (Variance of Exp)

L Indep.
= (MGF of Exj) 1D &XzwExpliFleuristicReason

X1wExp)x)
D -

X3 - Exp(x)
x = 3

.
M--*
-

X = X1 + 2 + Xs X ~ Gamma/x
, 3)

Gamma = Indep Sum of Exp .



Gamma random variables

Example

Suppose the number of customers per hour arriving at a shop follows a Poisson

random variable with mean 20.

That is, if a minute is our unit, then � = 1
3 .

What is the probability that the second customer arrives more than five minutes after

the shop opens for the day?

23

~ Gamma (i
, ht

positive integr
X

+-Pois(x+)

-> P(w+) = P(X

> customerswait more than t

for with customer in [0 , +]

-

* ↓~Expl ~ Expl
↳W I Gamma)5-

x = Y +- P(x= ) = 1
means

fult) = 1
at

t X
X~Y

different meaning.

P(W > 5) = % (* +* * d
--

-3 1 !

= 5 t - de = 4)( + (-37↓
1

+ 35, d
= 5/5 . 3.

*
+ 3 . / -3)- ]

= 4 (1555 . + 9 ] =
24

= =.
T



Chi-square distribution

Let X have a gamma distribution with ✓ = 2 and ↵ = r/2, where r is a positive

integer.

The pdf of X is

f (x) =
1

�( r2)2
r
2
x

r
2�1e�

x
2

for x > 0.

We say that X has a chi-square distribution with r degrees of freedom and we use

the notation X ⇠ �2(r).

24

E-1 Exp. # of customers
=
5

O 5 E
X = # of customer ~Pois (E)

P(w > 5) = P(X = 0
,
1)

= P(X= 6) + P(X= 1)

T e
+ (.=

X =t



Exercise

Let X have an exponential distribution with mean ✓.

Compute P(X > 15|X > 10) and P(X > 5).

25

·

xvExp(x) = (P(X > + = e-
+

=

+

fx(t) = t , +30
.

-
-

-
I --

et
= 15T -I

CDF = F(t = P(X p +)=- ()x>t)

-
= 1- e

Memorylessness Property
-
!I -7

If X - Exp(x) them t e t+S

P(X > ++S/X > s = P(X > t)

↑ ~Geom (P)
(P/Y ++s/Y > 3) = P Y > + )



Section 3.

The Normal Distribution



Gaussian random variables

Definition

We say X is a Gaussian random variable or has a normal distribution if its PDF

is given by

f (x) =
1

�
p
2⇡

exp

✓
�(x � µ)2

2�2

◆
.

Here µ is the mean and � is the standard deviation. We use the notation

X ⇠ N(µ,�2).

26

↑ R Variance

men

exp-



Gaussian random variables

Theorem
R
R f (x) dx = 1

E[X ] = µ

Var[X ] = �2

M(t) = exp
⇣
µt + �2t2

2

⌘

27

C-x
,P

1

xwN(n ,
+) -x =

.
*ER

1= e-mix * e-dz
repent->

z =
M

,
dz=->

-

-

- 2. edz - -
* = =
-
z -Se dar

dz= iF = SSip e
#177wy

dzdw
- / ↑

2 Polar
= y z

=v. dy = E. yty coordinate
dz =

u
-

e-
-y↑ Edz

= Jordy : Mit



Standard normal distribution

In particular, if µ = 0 and � = 1, then Z ⇠ N(0, 1) is called the standard normal

random variable.

Example

Let Z is N(0, 1).

Find P(Z  1.24), P(1.24  Z  2.37), and P(�2.37  Z  �1.24).

28

X is a normal (Gaussian) random variable

X~ N(M ,
5 M : mean, : Variance

fx(x =* -0xc0 .

E(X) = M ,
Var(X) = 22

.

If M =0
,
+= 1

,
X is the standard normal.

E
X = N(M ,

+ -> z = *M - N(0
, 1)

-

Rotation : The CDF of Standard Normal ) = IP(z(z)

e

P(z <1 . 24) = /1 . 24)

4(1
.24242 .

37) = P(z(2 .
37 - P(z)1 .24)

I
=

(2 .37) - # (1 . 24)

P( - 2 . 37 4 z( - 1
.

24) =

& N The same
-

E

fz(z) =
- area

/

e 1X~Bin (n , PC

· If n large P small x = WP
,

then X = Pois(AL
L

· Ifa large ,

-
X - up

=> N(0 , 1)

I
F I en

np(t-P)
I

- Random variable "Central limit thm-2:
37-1.24



Standard normal distribution

Theorem

If X ⇠ N(µ,�2), then Z = X�µ
� is the standard normal.

29

Var(X + x = E()(X +x - E(X +x)2)
= E [(X - # (x>Y] = Var(X)

D * TS normal -> b is normal

& z = 1 = (t . x - A

E(z) = +A = +(x-M = (t(X) -M) = 0

Var(z) = Var() =

2
· Var(X-M) = fa-Var(X) = 1

.

Var (2X) = 4 Var(x)

Std(2X) = 2 StX)



Standard normal distribution

Example

Let X ⇠ N(3, 16).

Find P(4  X  8), P(0  X  5), and P(�2  X  1).

30

E(z) = P(zkz)

M = 3, d = 16
, 5 = 4 z =* =** ~NIN,

P(4 < x < 8) = P(E3 <
X-3

4
8
=3)

4 #

= (P)4kz- Y 5)#

= # (1 .25) - # (0
.25) .

I 0
. 8944 - 0 . 5987

5- 3
PIOs X < 5) = IP (O <zS # (

= P- (z4t)

= 0
.
5) - #70s e
-

- I 10 .
5) - (1-2 10.75L)

7

1 - T 10
.
75) = E10

. 5) + 210 .75) - 1
.



te : El - z) = 1 - E(z)
.

&(1 . 24)

- 0
.

8425

# (2.37)

M 0 . 9911
-

-

O



Standard normal distribution

Example

Let X ⇠ N(25, 36).

Find a constant c such that P(|X � 25|  c) = 0.9544.

31

/Lo
544-/

⒗
LI Kyl
M

M = 25
I

- = 36
,

t= 6

z =

=<25 No rate
P(

T

= IP ( 1 z |+=
= P( - 2xz 4 j) I
= (2) - - 5) = +(5) - (1 - #(E)

=

2 - (3) If
2 - E(z) = 1 + 0

.
9544

#(5) = 0
.
9772 = (2) = - = 2 : c = 12

---

--



Standard normal distribution

Theorem

If Z is the standard normal, then Z 2 is �2(1).

32

X = z
x L/

=
Gamma( ,

E

How to find the distribution of z ?

DF, -
CDF of z

Fx(x = P)-(x) = P(-E(z(k)
↑

*>,0
= /x) - E(-Fx)

= (E) - (1-(K)

=
- 1
.

fx( = -Fx(x) = (2e( - 1)

↑ a. . Gammaltit



Section 4.

Additional Models



Weibull distribution

Recall the postulates of an approximate Poisson:

• The numbers of occurrences in nonoverlapping subintervals are independent.

• The probability of two or more occurrences in a su�ciently short subinterval is

essentially zero.

• The probability of exactly one occurrence in a su�ciently short subinterval of

length h is approximately �h.

33



Weibull distribution

One can think the event occurrence as a failure and so � can be understood as the

failure rate.

Poisson distribution and its waiting time (exponential distribution) has a constant

failure rate.

Sometimes, it is more natural to choose � as a function of t in the last assumption.

Then the waiting time W for the first occurrence satisfies

P(W > t) = exp

✓
�
Z t

0
�(w) dw

◆
.

34

- rate of incoming customers

-1
Poisson
-

constant &
↓

fauction x(t)

Poisson Case P(WL+ ) = exp (-dw) =

*

(Exp .

)



Weibull distribution

Definition

If �(t) = ↵ t↵�1

�↵ , then the waiting time W for the first occurrence has the density

g(t) = �(t) exp

✓
�
Z t

0
�(w) dw

◆
= ↵

t↵�1

�↵
exp

✓
�(

t

�
)↵
◆
.

W is called the Weibull random variable.

35

x(+ = c . +6t



Weibull distribution

Example

If �(t) = 2t, then the waiting time W has the density

and it is a Weibull random variable with ↵ = and � = .

If W1,W2 are independent Weibull with ↵ and � above, is the minimum of W1,W2

Weibull?

36

x(t) = ↳

2 1
maximum?

(Exp . ) L (

P(W > + = - Szu
&w

= -

X = mindWi , Way A dist .?

P(X(t) = 1 - P)X > + )

P(X > + 1 = P(mindW , W24 > +)

= Pd W>+ Y ut)
indep -

= P (W >+) · ((W2>t)

= -
t

. it = e
- 2:7
Weibull

=> * = min <Wi
,
Wal Weibull

.



Weibull distribution

Theorem

The mean of W is µ = ��(1 + 1
↵).

The variance is �2 = �2
�
�(1 + 2

↵)� �(1 + 1
↵)

2
�
.

37

- Riss(X) : # of customers
/ * * A I
- 1 Const x

Expli ↓
it : function of time

W : the waiting time
- Sxics da-

P(W > + ) = e
f

Special Case : -'H = da = dift)" * Weibull distributiono

Note W1
,

We a Weibull => mindWs
,
Way Weibull

- E &
M- Exp.

Exp.
indep



Mixed type random variables

Example

Suppose X has a CDF

F (x) =

8
>>>>>>>><

>>>>>>>>:

0, x < 0
x2

4 , 0  x < 1
1
2 , 1  x < 2
x
3 , 2  x < 3

1, x � 3.

Find P(0 < X < 1), P(0 < X  1), and P(X = 1).

38

Discrete RV F When S is countable

↓ Conti
.

RV F RV having PDF

L
There are many other

s
Looking at CDF

F(x) = IP(X(X)&

P(0(X ( 1)

= P(XI - IP(X(o)
- P(X = 1)

= F(1) - F(0)
-

- P(X = 1)

=
- 0 - e

#
1X

-

----

=
---

⒗

↳ ---

--

O
3- P(x= 2)I

&

-

·
- i

# ----30 |P(x=1)
-

i i
O L ! 3

7

Disinte
dont

wo
jumps& xx-aEtio



Mixed type random variables

Example

Consider the following game: A fair coin is tossed.

If the outcome is heads, the player receives $2.

If the outcome is tails, the player spins a balanced spinner that has a scale from 0 to

1.

The player then receives that fraction of a dollar associated with the point selected

by the spinner.

Let X be the amount received. Draw the graph of the cdf F (x).
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Exercise

The cdf of X is given by

F (x) =

8
>><

>>:

0, x < �1
x
4 + 1

2 , �1  x < 1

1, x � 1.

Find P(X < 0), P(X < �1), and P(�1  X < 1
2).
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