
Section 5.3 : Diagonalization

Chapter 5 : Eigenvalues and Eigenvectors

Math 1554 Linear Algebra

Motivation: it can be useful to take large powers of matrices, for example
Ak, for large k.

But: multiplying two n⇥ n matrices requires roughly n3 computations. Is
there a more e�cient way to compute Ak?
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Topics and Objectives

Topics

1. Diagonal, similar, and diagonalizable matrices

2. Diagonalizing matrices

Learning Objectives

For the topics covered in this section, students are expected to be able to
do the following.

1. Determine whether a matrix can be diagonalized, and if possible
diagonalize a square matrix.

2. Apply diagonalization to compute matrix powers.
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Similar Matrices

Two n⇥n matrices A and B are similar if there is a matrix P so that
A = PBP�1.

Definition

If A and B similar, then they have the same characteristic polynomial.

Theorem

If time permits, we will explain or prove this theorem in lecture. Note:

Our textbook introduces similar matrices in Section 5.2, but doesn’t
have exercises on this concept until 5.3.

Two matrices, A and B, do not need to be similar to have the same
eigenvalues. For example,

✓
0 1
0 0

◆
and

✓
0 0
0 0

◆
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proof(x) =
def (A-xI) -A =PBP

I =4.p1
-

-det (P B p-1 -xP.I.pt) =p. I.Pt

-Let (P. (B-xI).p")

-det(P).bxI). det(P)
=det(P)-,det(p-1) - 45 (x) =4B(X)

Let (p.pt)
det"I) PB(x) =det (B -xI)
" men

Invertible

A=
=B are not similar

PA =x &B =1



Additional Examples (if time permits)

1. True or false.
a) If A is similar to the identity matrix, then A is equal to the identity

matrix.
b) A row replacement operation on a matrix does not change its

eigenvalues.

2. For what values of k does the matrix have one real eigenvalue with
algebraic multiplicity 2?

✓
�3 k
2 �6

◆
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Diagonal Matrices

A matrix is diagonal if the only non-zero elements, if any, are on the
main diagonal.

The following are all diagonal matrices.


2 0
0 2

�
,

⇥
2
⇤
, In,


0 0
0 0

�

We’ll only be working with diagonal square matrices in this course.
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Powers of Diagonal Matrices

If A is diagonal, then Ak is easy to compute. For example,

A =

✓
3 0
0 0.5

◆

A2 =

Ak =

But what if A is not diagonal?
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18 ).1° i)=18 is
gie)

jaa...a
0 A is similar to diagonal:A =P.D.pt

A* =(P.D.p"). (P.D.p)

=P.D. (P)-D-pH =P.D.D.pt
=I

Ak =p. pk.pt

-hat...is ** Desi=P. I => (!b)
& A =(!) A= (i)(bi) =(02)

** =(** I



Diagonalization

Suppose A 2 Rn⇥n. We say that A is diagonalizable if it is similar to a
diagonal matrix, D. That is, we can write

A = PDP�1
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Q: When can wediagonalite A?

Q:How?

AE1YY, 41, 42, -,
xn:eigenvalues

W1 22
In :eigenvectors

A U1 =AV1

A VI = x252
a matrixequ => 1Equation.

! I
AUn=AnUn

A.(itis .... ) =[xir air.... antrn]
...

8p.
...OAn

AP =PP => A =PDPt.



Diagonalization

If A is diagonalizable , A has n linearly independent eigenvectors.

Theorem

Note: the symbol , means “ if and only if ”.

Also note that A = PDP�1 if and only if

A = [~v1 ~v2 · · ·~vn]

2

6664

�1

�2

. . .
�n

3

7775
[~v1 ~v2 · · ·~vn]�1

where ~v1, . . . ,~vn are linearly independent eigenvectors, and �1, . . . ,�n

are the corresponding eigenvalues (in order).
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P =(v1 - - - (n)
↑ is invertible

I ↑
v

Q:When do we have a lin. Indep. eigenvectors?



Example 1

Diagonalize if possible.
✓
2 6
0 �1

◆
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& Eigenvalues:P(x)
=det(A-xI) =det * -)
=A - (2++1)) x +(2 - 7-1) - 6.0)
=4 - 1 - 2 =

0

X =2, - 1

② Eigenvectors
-

x=2 " ~E. Ez =Nul (A-2I)

-A -2I =

C
06

S
-> S I

0 - 3

v= =[b] ⒔s

x =-1:52 GE
-1

=N))A - (-1).I)

A +1 =(8%) +(5)x+2y
=3

X =- 27



(4) =(y) =yE),r =[].
x =

2 - 1

" -) =lin. Indep
=>A is diagonalizable

A =PD4=(bi][8-1][8,3]
distinct
-Note Suppose

IEs
xe: eigenvalues
%

=>Vs. E are linearly indep.

Grof Assume

· is aartbe abe
Zero.

· suppose a

0 =A(av1 +bx) =ar1 +bAz
aN1v1 +bXzYz =O

-L+bas to

⑧ ↓

=0

I UI=0 :contradiction.



Distinct Eigenvalues

If A is n ⇥ n and has n distinct eigenvalues, then A is
diagonalizable.

Theorem

Why does this theorem hold?

Is it necessary for an n⇥ n matrix to have n distinct eigenvalues for it to
be diagonalizable?
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-

-

Ihm Y.xri--Y:distinctengen,ral? (inare



Recall

At IR*** is diagonalizable
de
=>There exists an invertible matrix P and
finition

a diagonal matrix D such that

A =PDp-1

Suppose X1, X2.. . .An are eigenvalues w/ eigenvectors
U1, Vs,... Un, then

A .Ur]
=(1151 Xe --- enV]

P
=(r ... ]. (*...]ne

P

-
AP =PD

Q:Is P invertible?

This is tree when SV,: Val is linearly indep.

&If 11...., an are distinct, then Set, Nab
are linearly indep. I A is diagonalizable.

Today's Question:Whatif x2, ... An are NOTdistinct



Non-Distinct Eigenvalues

Theorem. Suppose

A is n⇥ n

A has distinct eigenvalues �1, . . . ,�k, k  n

ai = algebraic multiplicity of �i

di = dimension of �i eigenspace (“geometric multiplicity”)

Then

1. di  ai for all i

2. A is diagonalizable , ⌃di = n , di = ai for all i

3. A is diagonalizable , the eigenvectors, for all eigenvalues, together
form a basis for Rn.
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⑭
If 2! dim (Ei) =n

I El
E: eigenspaces

then we can chooses
Ei =Nul (A-xiI)

a linearly indep. eigenvectors.-I
=>A is diagonalizable.



Example 2

Diagonalize if possible.
✓
3 1
0 3

◆
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⑲
-

D Eigenvahu: G(x) =x -(3+3(x +(32- 1-0)
= - 6x +y =(x -32

x =3 with alg. multia
& Eigenspacss Es =Nul (A-3I)

A -32 =(8 S 3=0. (y) =(!) =()
dim(Ez) = = =Geom. Multi. $2

Ais NOTdiagonalizable.



Example 3

The eigenvalues of A are � = 3, 1. If possible, construct P and D such
that AP = PD.

A =

0

@
7 4 16
2 5 8
�2 �2 �5

1

A
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E1 =Nul (A-I1: E 6. M =1

A - I = 6 4 3 2 8

2 48 I 2 4I ! I ->
I I 3

I
02 x1 +2Xs =0

->

I- 10 S I I xz +x3 =0

000

(2) = (=2) =x)
Es =Nul (A-31) =>Geom multi =2

I I 4 Xi +x2 +4Xs =0
1-31 =( 1

-I °8 I
(iii) =(

-

x*x] =x(t) +x)]



-Vi =v =Vs

S !34 b =(-5555]P
- =3

A =P.D. P-

f(x) =(X - 1) (x-3)*

·

B=SYo
a basis

AV1 =NV1 +.+8.s

(Ar7s=(3], [AnTo-1?]



Additional Example (if time permits)

Note that

~xk =


0 1
1 1

�
~xk�1, ~x0 =


1
1

�
, k = 1, 2, 3, . . .

generates a well-known sequence of numbers.

Use a diagonalization to find a matrix equation that gives the nth

number in this sequence.
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k

I

I' 3 58 is 21...-
A

x=(9!](!] =(11,] =(z) x =(i!)(2) =(z)
= []

x=(5) x
=(-) x =(,) x =[]...-.

x=(i !].(i] =5) I
Exercise.
-

4x-1=0



Chapter 5 : Eigenvalues and Eigenvectors

5.5 : Complex Eigenvalues
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Topics and Objectives

Topics

1. Complex numbers: addition, multiplication, complex conjugate

2. Complex eigenvalues and eigenvectors.

3. Eigenvalue theorems

Learning Objectives

1. Use eigenvalues to determine identify the rotation and dilation of a

linear transform.

2. Rotation dilation matrices.

3. Find complex eigenvalues and eigenvectors of a real matrix.

4. Apply theorems to characterize matrices with complex eigenvalues.

Motivating Question

What are the eigenvalues of a rotation matrix?
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Imaginary Numbers

Recall: When calculating roots of polynomials, we can encounter square

roots of negative numbers. For example:

x2 + 1 = 0

The roots of this equation are:

We usually write
p
�1 as i (for “imaginary”).
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If xGR, x30.

x
=

- 1

x =IN1

The set of complexnumbers
= $

=Sa +bi =a,b +R)



Addition and Multiplication

The imaginary (or complex) numbers are denoted by C, where

C = {a+ bi | a, b in R}

We can identify C with R2
: a+ bi $ (a, b)

We can add and multiply complex numbers as follows:

(2� 3i) + (�1 + i) =

(2� 3i)(�1 + i) =
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A :K Hb -

7

>

vector
addition

9:geometric meaning?
↓ I

-
(2 +1-1) +((3) +1).i = 1 - 2 i
-

-1
-
entwise

A

En 7)
+2i+fl+i=1
- i2 =-1

- 2 tEit
u

-

1
+5



Complex Conjugate, Absolute Value, Polar Form

We can conjugate complex numbers: a+ bi =

The absolute value of a complex number: |a+ bi| =

We can write complex numbers in polar form: a+ ib = r(cos�+ i sin�)
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real part

↑- bi
z=a+bi,w =c+dit K timaginary part

· If E =z then If

· · z.E =(a +bi).(a - bi) =G- (bi)2
=9462 > 0 (If z.E=0 tenE=0)

EE =5

lenght =abr abi- "
b - - - -z

= a+bi M
a+bi

in I ↳

b -
- -

-
-

I reflection with respectto
2 I

- .....Earbi
x-axis ~ I

-q I
>

E

a =r.(sq
b =

r. Sin

a+bi=rcosD+rsind. I
= r.(Cos4+:sind).



Complex Conjugate Properties

If x and y are complex numbers, ~v 2 Cn
, it can be shown that:

• (x+ y) = x+ y

• A~v = A~v

• Im(xx) = 0.

Example True or false: if x and y are complex numbers, then

(xy) = x y
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#
fin z =a+bi .Re(z) = a, Im(z) =b

-

~
A-RRNxn v=(1,---,Un) v1,2. -: Un -K
-

-

.x.* =at62 if x =a+bi)

Exercise:try x= atbi, y =ctdi

int) =

(
-

=
s)

aER
F.) =A.E

Sij =dij



Polar Form and the Complex Conjugate

Conjugation reflects points across the real axis.

Re(z)

Im(z) z = x+ iy

z̄ = x� iy

��

�

O
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Euler’s Formula

Suppose z1 has angle �1, and z2 has angle �2.

Re(z)

Im(z)

z1z2

z3

�1

�2

O

The product z1z2 has angle �1 + �2 and modulus |z| |w|. Easy to

remember using Euler’s formula.

z = |z| ei�

The product z1z2 is:

z3 = z1z2 = (|z1| ei�1)(|z2|ei�2) = |z1| |z2| ei(�1+�2)
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0 tIR

eip =Cosp + isind. bab
bi

z =a+bi=r.(cosp+ isind) 7

iP.
=r.gb =(E1.e
e

:Geometric meaning of multiplication.

=1 =12,1.i41
zz =Iza ei

2-z =(z,).e



Complex Numbers and Polynomials

Every polynomial of degree n has exactly n complex roots, counting

multiplicity.

Theorem: Fundamental Theorem of Algebra

1. If � 2 C is a root of a real polynomial p(x), then the conjugate

� is also a root of p(x).

2. If � is an eigenvalue of real matrix A with eigenvector ~v, then �
is an eigenvalue of A with eigenvector ~v.

Theorem
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Rell AGR***-* 4(x) =det(A-xI) =0
&polynomial of X

degree a
Roots of PAX) =0 = Eigenvalues.

⑭1) =22x- 3 =0

--

Roots are X1, x2,--, xn7K

PAN)= (1)..-(An-x)
=

0.

PA(x) =det (A-XI) = An x"+Anx*+--. +01-X+do
A. ↑ ↑ I
sea, numbers I S

Suppose
isahotofDEePA(z) =0

En.E +aEm+--a, + =0 a: ERR

an. (E)+am (E)+..-+a,.E +as =0



GACE) =0 That is. Iis a roof.

Recall x =Ea +bi =a,b= R4

z =a+bi Re(z) = a, Im(z) =b

E =a - bi (Conjugate(

↳=bzw =E

AtAR"x
n

I
Ar =.r =A.E

v en

eigenvalue
↓

Suppose A = (*xn, if I is a rootof $A(X)EdA-xI)
Hen E is also a roof of PA(N =0 ·

Furthermore
S

-> Etto
is an eigenvector for a

A.=E.5

E is an eigenvector for E.



Example

Four of the eigenvalues of a 7⇥ 7 matrix are �2, 4 + i,�4� i, and i.
What are the other eigenvalues?
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7x 7

A -IR

real
W u L -

i

It11 C

4 -i - i
a -

A71R*T =>I eigenvalues with multiplicities

E at most 7.

questan eigenvalueextent...wis
= ((x +2)(x2 - 8x +17)(x +8x +16)(X+1)
A

from cofactorexpansion.3
= C-1) = -1 (Execise).

tion Is Adiagonalizable? Yes.

7 distincteigenvalues -> 7 linearly indep. eigenvector

=>A is diagonalizable.



Example

The matrix that rotates vectors by � = ⇡/4 radians about the origin, and

then scales (or dilates) vectors by r =
p
2, is

A =


r 0
0 r

� 
cos� � sin�
sin� cos�

�
=


1 �1
1 1

�

What are the eigenvalues of A? Find an eigenvector for each eigenvalue.
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T=(Tenten):(by s/sesen]f.)
&T 2

R

iItM
*-T.- ST.

I

A

=

&
A =(*).==7 =(!!].

x Get(A) -
PA(x) =x - xx + =

- 2x +2 =

0

tr(A) 1- 1- (-11-1 151
Il

Sum of diagonals

=-1 - i -1
-

x-1 =i or - i
Lo 0 I

x=1 +1 or 1-i ↑

A - (1 +i)I = [1-x+isxis) 1]



- ix -

y
=

0 y
=

- ix

(j) =(Ex) =x-(7.

(i) eigenvectorcorrespondingtox = 1ti

=>I = (!] eigenvector is =evi



Example

The matrix in the previous example is a special case of this matrix:

C =

✓
a �b
b a

◆

Calculate the eigenvalues of C and express them in polar form.
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mil
%;(x) =x - tr(4). x +det

->
=x - 2ax +(2 +b) =0

-

(X -a =(X2 -2ax +a =f12
e

1 - a =b.io - b.i

x =a
=bi.

b*-
j_Atbi a+bi =u.e

-

I I a - bi =r- ei4
-Doe!

- b
a- bi r =1a+bill =b2

E
taw=

a



Example

Find the complex eigenvalues and an associated complex eigenvector for

each eigenvalue for the matrix.

A =

✓
1 �2
1 3

◆
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D PAY) =det(A-x2) =Y -(1 +3) x +(1.3 - (2) - 1)

- x2 - 4X +5 = 0

2 -*F1
(X -2)

=

= - 1 t

u -

X -2 =- or
- iz

X =2 F i

&x =2+i: A - (2+i)1 = ((-
(2+i)

xi)
=

+-i IS
1 - x +(i)y =0
x =(i - 1).y (5) =( -) =y.)]



3 x =2 -i,w =() =

(-).



Section 6.1 : Inner Product, Length, and

Orthogonality

Chapter 6: Orthogonality and Least Squares

Math 1554 Linear Algebra
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Topics and Objectives

Topics

1. Dot product of vectors

2. Magnitude of vectors, and distances in Rn

3. Orthogonal vectors and complements

4. Angles between vectors

Learning Objectives

1. Compute (a) dot product of two vectors, (b) length (or magnitude)
of a vector, (c) distance between two points in Rn, and (d) angles
between vectors.

2. Apply theorems related to orthogonal complements, and their
relationships to Row and Null space, to characterize vectors and
linear systems.

Motivating Question

For a matrix A, which vectors are orthogonal to all the rows of A? To
the columns of A?
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The Dot Product

The dot product between two vectors, ~u and ~v in Rn, is defined as

~u · ~v = ~u
T
~v =

⇥
u1 u2 · · · un

⇤

2

6664

v1

v2
...

vn

3

7775
= u1v1 + u2v2 + · · ·+ unvn.

Example 1: For what values of k is ~u · ~v = 0?

~u =

0

BB@

�1
3
k

2

1

CCA , ~v =

0

BB@

4
2
1
�3

1

CCA
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column vector

↓
nx 1

↑

row vector
exn

-
wr

=1 - 1s
=24 +(y2 +k.1 +273) =O

k =4



Properties of the Dot Product

The dot product is a special form of matrix multiplication, so it inherits
linear properties.

Let ~u,~v, ~w be three vectors in Rn, and c 2 R.

1. (Symmetry) ~u · ~w =

2. (Linear in each vector) (~v + ~w) · ~u =

3. (Scalars) (c~u) · ~w =

4. (Positivity) ~u · ~u � 0, and the dot product equals

Theorem (Basic Identities of Dot Product)
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-Es

E.5+w

c. (. ) =Y. (w)

uit ...un

1. t =T=(T.w)T =wT. (uTT =wT.u

(A. BIT =BT. AT CATT=A = To. s

4. =(H1, Uz,--Un) . =u,++...+U

if UI...Un EIR ↳.>0

E and =0 => 4, =0,Uz
=

0,
--

->
E u =0



The Length of a Vector

The length of a vector ~u 2 Rn is

k~uk =
p
~u · ~u =

q
u2
1 + u2

2 + · · ·+ u2
n

Definition

Example: the length of the vector
��!
OP is

p
12 + 32 + 22 =

p
14

O

x2

x3

x1

P (1, 3, 2)

31
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Example

Let ~u,~v be two vectors in Rn with k~uk = 5, k~vk =
p
3, and ~u · ~v = �1.

Compute the value of k~u+ ~vk.
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-

--
- -> - -

- I11+Ep =(u + b). (u+r) U. N++wr- -

-
-

=

Hul
D
+ 2+ I

=52 +2.)-1) +(5)2

=25 - 2 +3 =2.
11 Utwll = 15.



Length of Vectors and Unit Vectors

Note: for any vector ~v and scalar c, the length of c~v is

kc~vk = |c| ||~v||

If ~v 2 Rn has length one, we say that it is a unit vector.

Definition

For example, each of the following vectors are unit vectors.

~e1 =

✓
1
0

◆
, ~y =

1p
5

✓
1
2

◆
, ~v =

1p
3

0

BB@

1
0
1
1

1

CCA
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v.2.2 =55, ... 23f):wire

=(c) Irl==I2=

1.Ill =1):Fr=1.



Distance in Rn

For ~u,~v 2 Rn, the distance between ~u and ~v is given by the formula

Definition

Example: Compute the distance from ~u =

✓
7
1

◆
and ~v =

✓
3
2

◆
.

~u

~v
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I

-**

11-Ell=(-*)

i -i =(?) - (2) =( -1)
1- Ell=NTF=F.



The Cauchy-Schwarz Inequality

For all ~u and ~v in Rn,

|~u · ~v|  k~ukk~vk.

Equality holds if and only if ~v = ↵~u for ↵ =
~u · ~v
~u · ~u .

Theorem: Cauchy-Bunyakovsky–Schwarz Inequality

Proof: Assume ~u 6= 0, otherwise there is nothing to prove.

Set ↵ =
~u · ~v
~u · ~u . Observe that ~u · (↵~u� ~v) = 0. So

0  k↵~u� ~vk2 = (↵~u� ~v) · (↵~u� ~v)

= ↵~u · (↵~u� ~v)� ~v · (↵~u� ~v)

= �~v · (↵~u� ~v)

=
k~uk2k~vk2 � |~u · ~v|2

k~uk2
Section 6.1 Slide 9

mir Y

↳X

1.E =I5l IE1

S

n=2. u =(n),v=(v)

14.R= (U1-V1 +1.V)
MUR=(up+ vi) 112 =(25 +2=)
-- - 2

2)TP-1U.VI=-I U+Uv)Uc
-

-



-Setitisusethe
=(vi.2-2-(1,2).(425) +(U22,7

=(r -u
YUM/EIRY 14.21

DUI 1V1 >1 4os.

Equality holds t UIV= U22,

B =

Uz
i.e. I, I are

El
parallel.



The Triangle Inequality

For all ~u and ~v in Rn,

k~u+ ~vk  k~uk+ k~vk.

Theorem: Triangle Inequality

Proof:

k~u+ ~vk2 = (~u+ ~v) · (~u+ ~v)

= k~uk2 + k~vk2 + 2~u · ~v
 k~uk2 + k~vk2 + 2k~ukk~vk
= (k~uk+ k~vk)2
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C>a,b

I = a +bx)i
I a+b = C => --

a+b <2

I
1 I

I u+5W-t->

~
-

↑

o
-

4 -5 11 UII. 1121

( -S)

9
+b2 +2.a.b =(a +b)2



Angles

~a ·~b = |~a| |~b| cos ✓. Thus, if ~a ·~b = 0, then:

~a and/or ~b are vectors, or

~a and ~b are .

Theorem

For example, consider the vectors below.

~b

~a~c

✓

�
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-ull. 15ll Snow SIUI. 1121

(- 5) 26-5)
7 f- Coss =E 1

=0 orI=0
↑

Zen

perpendicular.



Orthogonality

Two vectors ~u and ~w are orthogonal if ~u · ~w = 0. This
is equivalent to:

k~u+ ~wk2 =

Definition (Orthogonal Vectors)

Note: The zero vector in Rn is orthogonal to every vector in Rn. But we
usually only mean non-zero vectors.
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11WR+1/WI
↑

Pythagorean.

+I=lT++



Example

Sketch the subspace spanned by the set of all vectors ~u that are

orthogonal to ~v =

✓
3
2

◆
.

x1

x2

~v
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Orthogonal Compliments

Let W be a subspace of Rn. Vector ~z 2 Rn is orthogonal to W if ~z
is orthogonal to every vector in W .

The set of all vectors orthogonal to W is a subspace, the orthogonal

compliment of W , or W? or ‘W perp.’

W
? = {~z 2 Rn : ~z · ~w = 0 for all ~w 2 W}

Definitions

Section 6.1 Slide 14
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Example

Example: suppose A =

✓
1 3
2 6

◆
.

ColA is the span of ~a1 =

✓
1
2

◆

ColA? is the span of ~z =

✓
2
�1

◆ x1

x2

~a1

~z

ColA

Sketch NullA and NullA? on the grid below.

x1

x2
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Example

Example: suppose A =

✓
1 3
2 6

◆
.

ColA is the span of ~a1 =

✓
1
2

◆

ColA? is the span of ~z =

✓
2
�1

◆ x1

x2

~a1

~z

ColA

Sketch NullA and NullA? on the grid below.

x1

x2
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Null (Al
=- (pm((s]) Null(A)t

=(7):(=0} =Span [[?]3+
=[(Y):(133/7 =0) I Null ([3-11)
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.....

Mick
E I Span (Is'), [?])

=(():x-R) -((Y) =(-) =
-y2)

=c01([!-])
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Example

Line L is a subspace of R3 spanned by ~v =

0

@
1
�1
2

1

A. Then the space L
?

is a plane. Construct an equation of the plane L
?.

x

y

z

L

~v

1

�1

Can also visualise line and plane with CalcPlot3D: web.monroecc.edu/calcNSF
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RowA

RowA is the space spanned by the rows of matrix A.

Definition

We can show that

dim(Row(A)) = dim(Col(A))

a basis for RowA is the pivot rows of A

Note that Row(A) = Col(AT ), but in general RowA and ColA are not
related to each other
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ColAlt=Null (AT)

Null(A)t =C1 (AT) =Row (A)

=
Rank(A)
-
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=
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Example 3

Describe the Null(A) in terms of an orthogonal subspace.

A vector ~x is in NullA if and only if

1. A~x =

2. This means that ~x is to each row of A.

3. RowA is to NullA.

4. The dimension of RowA plus the dimension of NullA equals
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For any A 2 Rm⇥n, the orthogonal complement of RowA is
NullA, and the orthogonal complement of ColA is NullAT .

Theorem (The Four Subspaces)

The idea behind this theorem is described in the diagram below.

Row(A)

Null(A)

Col(A)

Null(AT )

Rn Rm
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Looking Ahead - Projections

Suppose we want to find the closed vector in Span{~b} to ~a.

Span{~b}~b

~a

â =proj~b~a

Later in this Chapter, we will make connections between dot
products and projections.

Projections are also used throughout multivariable calculus courses.
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Section 6.2 : Orthogonal Sets

Chapter 6 : Orthogonality and Least Squares

Math 1554 Linear Algebra
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Topics and Objectives

Topics

1. Orthogonal Sets of Vectors

2. Orthogonal Bases and Projections.

Learning Objectives

1. Apply the concepts of orthogonality to
a) compute orthogonal projections and distances,

b) express a vector as a linear combination of orthogonal vectors,

c) characterize bases for subspaces of Rn
, and

d) construct orthonormal bases.

Motivating Question

What are the special properties of this basis for R3?
2

4
3
1
1

3

5 /
p
11,

2

4
�1
2
1

3

5 /
p
6,

2

4
�1
�4
7

3

5 /
p
66
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Orthogonal Vector Sets

A set of vectors {~u1, . . . , ~up} are an orthogonal set of vectors
if for each j 6= k, ~uj ? ~uk.

Definition

Example: Fill in the missing entries to make {~u1, ~u2, ~u3} an orthogonal
set of vectors.

~u1 =

2

4
4
0
1

3

5 , ~u2 =

2

4
�2
0

3

5 , ~u3 =

2

4
0

3

5
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Linear Independence

Let {~u1, . . . , ~up} be an orthogonal set of vectors. Then, for
scalars c1, . . . , cp,

��c1~u1 + · · ·+ cp~up

��2 = c
2
1k~u1k2 + · · ·+ c

2
pk~upk2.

In particular, if all the vectors ~ur are non-zero, the set of vectors
{~u1, . . . , ~up} are linearly independent.

Theorem (Linear Independence for Orthogonal Sets)
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Orthogonal Bases

Let {~u1, . . . , ~up} be an orthogonal basis for a subspace W of
Rn. Then, for any vector ~w 2 W ,

~w = c1~u1 + · · ·+ cp~up.

Above, the scalars are cq =
~w · ~uq

~uq · ~uq
.

Theorem (Expansion in Orthogonal Basis)

For example, any vector ~w 2 R3 can be written as a linear combination
of {~e1,~e2,~e3}, or some other orthogonal basis {~u1, ~u2, ~u3}.

~e1 ~e2

~e3

~u1
~u2

~u3
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Example

~x =

0

@
1
1
1

1

A , ~u =

0

@
1
�2
1

1

A , ~v =

0

@
�1
0
1

1

A , ~s =

0

@
3
�4
1

1

A

Let W be the subspace of R3 that is orthogonal to ~x.

a) Check that an orthogonal basis for W is given by ~u and ~v.

b) Compute the expansion of ~s in basis W .
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Projections

Let ~u be a non-zero vector, and let ~v be some other vector. The
orthogonal projection of ~v onto the direction of ~u is the vector in the
span of ~u that is closest to ~v.

proj~u~v =
~v · ~u
~u · ~u~u.

The vector ~w = ~v � proj~u~v is
orthogonal to ~u, so that

~v = proj~u~v + ~w

k~vk2 = kproj~u~vk2 + k~wk2
Span{~u}

~u

~v

proj~u~v

~w
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Projections

Let ~u be a non-zero vector, and let ~v be some other vector. The
orthogonal projection of ~v onto the direction of ~u is the vector in the
span of ~u that is closest to ~v.

proj~u~v =
~v · ~u
~u · ~u~u.

The vector ~w = ~v � proj~u~v is
orthogonal to ~u, so that

~v = proj~u~v + ~w

k~vk2 = kproj~u~vk2 + k~wk2
Span{~u}

~u

~v

proj~u~v

~w
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Example

Let L be spanned by ~u =

0

BB@

1
1
1
1

1

CCA.

1. Calculate the projection of ~y = (�3, 5, 6,�4) onto line L.

2. How close is ~y to the line L?
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Definition

An orthonormal basis for a subspace W is an orthogonal basis
{~u1, . . . , ~up} in which every vector ~uq has unit length. In this
case, for each ~w 2 W ,

~w = (~w · ~u1)~u1 + · · ·+ (~w · ~up)~up

k~wk =
q

(~w · ~u1)2 + · · ·+ (~w · ~up)2

Definition (Orthonormal Basis)
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Example

The subspace W is a subspace of R3 perpendicular to x = (1, 1, 1).
Calculate the missing coe�cients in the orthonormal basis for W .

u =
1

p

2

4
1
0

3

5 v =
1

p

2

4

3

5
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Orthogonal Matrices

An orthogonal matrix is a square matrix whose columns are
orthonormal.

An m⇥n matrix U has orthonormal columns if and only if UT
U = In.

Theorem

Can U have orthonormal columns if n > m?
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Theorem

Assume m⇥m matrix U has orthonormal columns. Then

1. (Preserves length) kU~xk =

2. (Preserves angles) (U~x) · (U~y) =

3. (Preserves orthogonality)

Theorem (Mapping Properties of Orthogonal Matrices)

Section 6.2 Slide 32

ut.- =I

II El

-I

*=0(=) tx.ty =3

21.(.) =(IT..Y). =Ie
"I

1WER=(W.x). (t.*) =. =1XR

R*-, im y =coso

g



Example

Compute the length of the vector below.
2

664

1/2 2/
p
14

1/2 1/
p
14

1/2 �3/
p
14

1/2 0

3

775

p
2

�3

�
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Section 6.3 : Orthogonal Projections

Chapter 6 : Orthogonality and Least Squares

Math 1554 Linear Algebra

~e1

~e2

~y

ŷ 2 Span{~e1,~e2} = W

Vectors ~e1 and ~e2 form an orthonormal basis for subspace W .

Vector ~y is not in W .

The orthogonal projection of ~y onto W =Span{~e1,~e2} is ŷ.
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Topics and Objectives

Topics

1. Orthogonal projections and their basic properties
2. Best approximations

Learning Objectives

1. Apply concepts of orthogonality and projections to
a) compute orthogonal projections and distances,

b) express a vector as a linear combination of orthogonal vectors,

c) construct vector approximations using projections,

d) characterize bases for subspaces of Rn
, and

e) construct orthonormal bases.

Motivating Question For the matrix A and vector ~b, which vector bb in
column space of A, is closest to ~b?

A =

2

4
1 2
3 0
�4 �2

3

5 , ~b =

2

4
1
1
1

3

5
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Example 1

Let ~u1, . . . , ~u5 be an orthonormal basis for R5. Let W = Span{~u1, ~u2}.
For a vector ~y 2 R5, write ~y = by + w

?, where by 2 W and w
? 2 W

?.
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Orthogonal Decomposition Theorem

Let W be a subspace of Rn. Then, each vector ~y 2 Rn has the
unique decomposition

~y = by + w
?
, by 2 W, w

? 2 W
?
.

And, if ~u1, . . . , ~up is any orthogonal basis for W ,

ŷ =
~y · ~u1

~u1 · ~u1
~u1 + · · ·+ ~y · ~up

~up · ~up
~up.

We say that by is the orthogonal projection of ~y onto W .

Theorem

If time permits, we will explain some of this theorem on the next slide.
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Explanation (if time permits)

We can write

by =

Then, w? = ~y � by is in W
? because
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Example 2a

~y =

0

@
4
0
3

1

A , ~u1 =

0

@
2
2
0

1

A , ~u2 =

0

@
0
0
1

1

A

Construct the decomposition ~y = by + w
?, where by is the orthogonal

projection of ~y onto the subspace W = Span{~u1, ~u2}.
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Best Approximation Theorem

Let W be a subspace of Rn, ~y 2 Rn, and by is the orthogonal
projection of ~y onto W . Then for any ~w 6= ŷ 2 W , we have

k~y � byk < k~y � ~wk

That is, by is the unique vector in W that is closest to ~y.

Theorem
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Proof (if time permits)

The orthogonal projection of ~y onto W is the closest point in W to ~y.

~y

by 2 W

~v 2 W
W
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Example 2b

~y =

0

@
4
0
3

1

A , ~u1 =

0

@
2
2
0

1

A , ~u2 =

0

@
0
0
1

1

A

What is the distance between ~y and subspace W = Span{~u1, ~u2}? Note
that these vectors are the same vectors that we used in Example 2a.
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Section 6.4 : The Gram-Schmidt Process

Chapter 6 : Orthogonality and Least Squares

Math 1554 Linear Algebra

~x1

~x2

~x3

~q1

~q2

~q3

Vectors ~x1, ~x2, ~x3 are given linearly independent vectors. We wish to construct

an orthonormal basis {~q1, ~q2, ~q3} for the space that they span.
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Topics and Objectives

Topics

1. Gram Schmidt Process

2. The QR decomposition of matrices and its properties

Learning Objectives

1. Apply the iterative Gram Schmidt Process, and the QR
decomposition, to construct an orthogonal basis.

2. Compute the QR factorization of a matrix.

Motivating Question The vectors below span a subspace W of R4.
Identify an orthogonal basis for W .

~x1 =

2

664

1
1
1
1

3

775 , ~x2 =

2

664

0
1
1
1

3

775 , ~x3 =

2

664

0
0
1
1

3

775 .
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Example

The vectors below span a subspace W of R4. Construct an orthogonal
basis for W .

~x1 =

2

664

1
1
1
1

3

775 , ~x2 =

2

664

0
1
1
1

3

775 , ~x3 =

2

664

0
0
1
1

3

775 .
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The Gram-Schmidt Process

Given a basis {~x1, . . . , ~xp} for a subspace W of Rn, iteratively define

~v1 = ~x1

~v2 = ~x2 �
~x2 · ~v1
~v1 · ~v1

~v1

~v3 = ~x3 �
~x3 · ~v1
~v1 · ~v1

~v1 �
~x3 · ~v2
~v2 · ~v2

~v2

...

~vp = ~xp �
~xp · ~v1
~v1 · ~v1

~v1 � · · ·� ~xp · ~vp�1

~vp�1 · ~vp�1
~vp�1

Then, {~v1, . . . ,~vp} is an orthogonal basis for W .
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Proof
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Geometric Interpretation

Suppose ~x1, ~x2, ~x3 are linearly independent vectors in R3. We wish to
construct an orthogonal basis for the space that they span.

~x1 = ~v1

~x2

~x3

~v2

~v3

projW2~x3

W1

W2

We construct vectors ~v1,~v2,~v3, which form our orthogonal basis.
W1 = Span{~v1}, W2 = Span{~v1,~v2}.
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Orthonormal Bases

A set of vectors form an orthonormal basis if the vectors are
mutually orthogonal and have unit length.

Definition

Example

The two vectors below form an orthogonal basis for a subspace W .
Obtain an orthonormal basis for W .

~v1 =

2

4
3
2
0

3

5 , ~v2 =

2

4
�2
3
1

3

5 .
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B=2 ...
...basis

y =x2 - proj
y1

E =Is - projspondigs
i

Ep =Ep - Project..... pe
B =by..... You orslogonal.

Ug = 700/II yg11

R =9 Ue..... Ugh orthonormal.



Gram-Schmidts Process.

5 x1, x2,..., x,y linearly independentE
a basis for W =Span 3x1..... XpY

y 1
=x1

X2- 71

yz
=x2 - proj (x2)

=Xz -

y =y1 7, - 71

yz =xs -

projspanych
=xs-(4- +y)

" i
yp =4p - projsponsegn:-.ypeY

3 Ye,....YpY orthogonal

Ug = t =>EUe,--: UpY orthonormal.

- -
X1 -(x- ) um +euz+. -

- +(X,up) Up
-> ->

Xz =(X2-4)1 +(X=Uz) 42-(Xz-4p) Up
-> -*s =(X

=
U)4- +(X.g. Uz]Uz +(X3: Us). Us

i
P =(x.u.) +(Xp-4).+ -...

+(xp. upp. upper
triangular

mxn

->
E (x, -4,) (x2.Us) (Xs· 41) (X54),

(Xx:4r) (X3. Un)xg-usA =[xx - - - xi) =(t --- n)f i
-- i)↑

-qt RM (p =n)
matrixwith ⑨
Orthonormal columns

0
o (Xp.up)



QR Factorization

Any m ⇥ n matrix A with linearly independent columns has the QR

factorization

A = QR

where
1. Q is m⇥ n, its columns are an orthonormal basis for ColA.

2. R is n⇥ n, upper triangular, with positive entries on its
diagonal, and the length of the j

th column of R is equal to the
length of the j

th column of A.

Theorem

In the interest of time:

we will not consider the case where A has linearly dependent
columns

students are not expected to know the conditions for which A has a
QR factorization
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Proof
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Example

Construct the QR decomposition for A =

2

4
3 �2
2 3
0 1

3

5.
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Section 6.5 : Least-Squares Problems

Chapter 6 : Orthogonality and Least Squares

Math 1554 Linear Algebra

https://xkcd.com/1725
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Topics and Objectives

Topics

1. Least Squares Problems

2. Di↵erent methods to solve Least Squares Problems

Learning Objectives

1. Compute general solutions, and least squares errors, to least squares
problems using the normal equations and the QR decomposition.

Motivating Question A series of measurements are corrupted by
random errors. How can the dominant trend be extracted from the
measurements with random error?
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Inconsistent Systems

Suppose we want to construct a line of the form

y = mx+ b

that best fits the data below.

x

y

From the data, we can construct the system:
2

664

1 0
1 1
1 2
1 3

3

775


b

m

�
=

2

664

0.5
1
2.5
3

3

775

Can we ‘solve’ this inconsistent system?
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The Least Squares Solution to a Linear System

Let A be a m⇥n matrix. A least squares solution to A~x = ~b

is the solution bx for which

k~b�Abx k  k~b�A~x k

for all ~x 2 Rn.

Definition: Least Squares Solution
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A Geometric Interpretation

~b

Abx

A~x

Col(A) ~0

The vector ~b is closer to Ax̂ than to A~x for all other ~x 2 ColA.

1. If ~b 2 ColA, then bx is . . .

2. Seek bx so that Abx is as close to ~b as possible. That is, bx should
solve Abx = bb where bb is . . .

Section 6.5 Slide 57

Ax =Col(A)

W Col(A) AT.W =0L weclCA)t=Nul (AT)

I =Ak +w

At.=At. A.Y + At.w
-

Always consistent
-- AT.A.* =AT5



The Normal Equations

The least squares solutions to A~x = ~b coincide with the
solutions to

A
T
A~x = A

T~b| {z }
Normal Equations

Theorem (Normal Equations for Least Squares)
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Derivation

~b

Abx

~b�Abx

Col(A)
~0

Rn bx A

The least-squares solution x̂ is in Rn.

1. bx is the least squares solution, is equivalent to ~b�Abx is orthogonal
to A.

2. A vector ~v is in NullAT if and only if ~v = ~0.

3. So we obtain the Normal Equations:
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A* =5 this holds if
consistent.

I
· Yo is a solution if1A*-5I =0 =mHAY-51

8 * is a least-squares solution if

T I 11AX-511 =mn // A* -51

It shortest length

is/w-co As
(T) Solution of AR =proju (5)

- Least squares solution of Ax =b.

= A*W, w =
Wt

=Col(Alt =Nul (AT)t

AT5 =ATAY + ATw I=0-

(ii) ATAY =

AT. 5' < Normal Equation.

↑ Explain
Note: is always set (later)

*A=At 5 is consistent is=ColCATA)
- -

col"AT
-



Example

Compute the least squares solution to A~x = ~b, where

A =

2

4
4 0
0 2
1 1

3

5 , ~b =

2

4
2
0
11

3

5

Solution:

A
T
A =


4 0 1
0 2 1

�2

4
4 0
0 2
1 1

3

5 =

A
T~b =


4 0 1
0 2 1

�2

4
2
0
11

3

5 =
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Rewark sir AT.A is square (AGR**, ATA -(R***)
(ii) ATA is symmetric (B is symmetric if

B=BTL

- CATA)* =AT. (AT) =AT.A(
(iii) tr(ATA):sum of diagonals 7,0

C length of A =FAT,(

#=AT

[-I]
4 +8 +
1240 +0-2 +1-1

S I
40 +8.2+1.162 +2 +12

4.2 +1.11

[
02+20

+

1] =(]

(5)-(1) 1.. e
-

tr(At.A) = sum of squares of

entries in A.



The normal equations AT
A~x = A

T~b become:
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Assume A has linearly independent columns.

=>B =AT. A is invertible.

of WANT i TB (*) =
B. is 1-1

E B.* =0 implies B =0

B.* =0 has the only trivial solution.

Suppose BY =AFA.* =0

0 2

0 = Y. (AT. A Y) =(AY). (x) =1 Al

C - A =
AY - y(

E A=0 >
*

=0 - ATA is invertible.

⒔

ATA.=0 (E *=mA)
#

Nul (ATA) =Nul(A)
A=0 Es i =mx) I Nul (ATA) =Nul(AL

*Col (ATA) =col(AT)



Theorem

Let A be any m⇥ n matrix. These statements are equivalent.
1. The equation A~x = ~b has a unique least-squares solution

for each ~b 2 Rm.

2. The columns of A are linearly independent.

3. The matrix A
T
A is invertible.

And, if these statements hold, the least square solution is

bx = (AT
A)�1

A
T~b.

Theorem (Unique Solutions for Least Squares)

Useful heuristic: AT
A plays the role of ‘length-squared’ of the matrix A.

(See the sections on symmetric matrices and singular value
decomposition.)
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** =5

#

=At.5

If A has linearly independent columns.

⒔) AtA is invertible

A * =(AtAl. AT.5

A =QR => RY =QT 5

=>I =(ATA5. At.5



Let m⇥ n matrix A have a QR decomposition. Then for each
~b 2 Rm the equation A~x = ~b has the unique least squares
solution

Rbx = Q
T~b.

(Remember, R is upper triangular, so the equation above is
solved by back-substitution.)

Theorem (Least Squares and QR)
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A has linearly indep. Columns

LD ATA is invertible - ATAY AS

X =()AT5
-

A =2X1.---. Xn]

Stan-Schmidts =>Oe---unby
orthonormal

A =Q&
upper-triangula Q =E

Ax =5

QRx =5

-R =G
T5

Rx=aT.5



Example 3. Compute the least squares solution to A~x = ~b, where

A =

2

664

1 3 5
1 1 0
1 1 2
1 3 3

3

775 , ~b =

2

664

3
5
7
�3

3

775

Solution. The QR decomposition of A is

A = QR = 1
2

2

664

1 1 1
1 �1 �1
1 �1 1
1 1 �1

3

775

2

4
2 4 5
0 2 3
0 0 2

3

5
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Q
T~b = 1

2

2

4
1 1 1 1
1 �1 �1 1
1 �1 1 �1

3

5

2

664

3
5
7
�3

3

775 =

2

4�6
4

3

5

And then we solve by backwards substitution R~x = Q
T~b

2

4
2 4 5
0 2 3
0 0 2

3

5

2

4
x1

x2

x3

3

5 =

2

4�6
4

3

5
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RX =a
+

5

-

--
-

&

o
-

-

"I

R W

2x3 =4 - X=2
-

2x2 +3x3 = - 6 12 = - 6
↑
2

x1 I?



Example

Compute the least squares solution to A~x = ~b, where

A =

2

664

1 �6
1 �2
1 1
1 7

3

775 , ~b =

2

664

�1
2
1
6

3

775

Hint: the columns of A are orthogonal.
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call A=5 &is least squares solution if
11 AX-Ell = min 11 AY-EI1

"

(i) A=Prj21(1)(B)
(ii) ATA=ATS(Normal Equation)an If A has linearly indep. columns
ciil ATA is invertible. * = (ATAM. At.5 Cunique solution)
(iv) A =QR A* = => R* =aT5-

aa =I we

upper triangular.

x= - 6-2+1 +

=O

17 ->I X2

->linearly indep

Normal 1 - 6

-At.A =[-''in]),i)= 1it
*.b =

(-ii2()
=

(i)

[ii](Y):(15)
4X =8 X =2

E

90.y =45 y
=I
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QR Decomposition -

A= I(i =(,)
u1 ==.
us ==to. Sis. Is orthonormal

G =[S Us eE.R
R = L zuig =

[ I
0 X2. Uz

X1- U1 =x1==xl
AY =5 -> R==

10iY] = [
I

-ErrE] ()



Chapter 6 : Orthogonality and Least Squares

6.6 : Applications to Linear Models
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Topics and Objectives

Topics

1. Least Squares Lines

2. Linear and more complicated models

Learning Objectives

For the topics covered in this section, students are expected to be able to
do the following.

1. Apply least-squares and multiple regression to construct a linear
model from a set of data points.

2. Apply least-squares to fit polynomials and other curves to data.

Motivating Question

Compute the equation of the line y = �0 + �1x that best fits the data

x 2 5 7 8
y 1 1 4 3
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The Least Squares Line

Graph below gives an approximate linear relationship between x and y.
1. Black circles are data.
2. Blue line is the least squares line.
3. Lengths of red lines are the .

The least squares line minimizes the sum of squares of the .

x

y
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difference between data on line.

errors.

↳E
yr

Yr
rict

min. ri +r +rg2 +rY}

=min II AX-b112



Example 1 Compute the least squares line y = �0 + �1x that best fits
the data

x 2 5 7 8
y 1 1 4 3

We want to solve 2

664

1 2
1 5
1 7
1 8

3

775


�0

�1

�
=

2

664

1
1
4
3

3

775

This is a least-squares problem : X~� = ~y.
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-
1 =8

+i2

1 =3 +B,-5
4 =B0 +1.T

3 =80+B1 8

B =?

xY.x. 5 =
xt. y

I 1

( =0)/;-). -(=i)]
(24] [] =S52S



The normal equations are

X
T
X =


1 1 1 1

�
2

664

1
1
1
1

3

775 =


4 22
22 142

�

X
T
~y =


1 1 1 1

�
2

664

3

775 =


9
59

�

So the least-squares solution is given by

4 22
22 142

� 
�0

�1

�
=


9
59

�

y = �0 + �1x =
�5

21
+

19

42
x

As we may have guessed, �0 is negative, and �1 is positive.
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1...
I

-



Least Squares Fitting for Other Curves

We can consider least squares fitting for the form

y = c0 + c1f1(x) + c2f2(x) + · · ·+ ckfk(x).

If functions fi are known, this is a linear problem in the ci variables.

Example

Consider the data in the table below.
x �1 0 0 1
y 2 1 0 6

Determine the coe�cients c1 and c2 for the curve y = c1x+ c2x
2 that

best fits the data.
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Ex) fix) =x, f(x) =x2f(x) =ex

-

D - E+(2
8 =2- C2 i- 12 =4

2, =2

=?? I
& -+c

Ii((i=(.)
- I

[ ::i3);)=1?? I



WolframAlpha and Mathematica Syntax

Least squares problems can be computed with WolframAlpha,
Mathematica, and many other software.

WolframAlpha

linear fit {{x1, y1}, {x2, y2}, . . . , {xn, yn}}

Mathematica

LeastSquares[{{x1, x1, y1}, {x2, x2, y2}, . . . , {xn, xn, yn}}]

Almost any spreadsheet program does this as a function as well.
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si:!(:) = (8)
1-i](!!) =(8] =(7 (i]


