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1. OTHER DISCRETE RANDOM VARIABLES (SEC 4.8)

Geometric random variables. A random variable X is called geometric if it takes values 1, 2, · · · with
probabilities

P(X = n) = p(1− p)n−1

for some p ∈ (0, 1) and denoted by X ∼ Geom(p). Note that
∑∞

n=1 p(1− p)n−1 = 1.
Suppose we perform a sequence of independent Bernoulli experiments with success probability p ∈ [0, 1].

Let X be the number of trials until the first success occurs. Then, X is a geometric random variable with p.

Example 1. An urn contains N white and M black balls. Balls are randomly selected, one at a time, until a
black one is obtained. If we assume that each ball selected is replaced before the next one is drawn, what is
the probability that (a) exactly n draws are needed? (b) at least k draws are needed?

Proposition 2. Let X ∼ Geom(p) for some p ∈ (0, 1).
(i) For any two nonnegative integers m,n ≥ 0,

P(X > m+ n|X > m) = P(X > n).

(ii) E[X] = 1
p and Var(X) = 1−p

p2 .

Proof. (i) It follows from P(X > k) = (1− p)k+1.
(ii) We have

E[X] =

∞∑
k=1

kP(X = k)

=

∞∑
k=1

kp(1− p)k−1

= (1− p)

∞∑
k=1

(k − 1)p(1− p)k−2 + 1

= (1− p)E[X] + 1

and

E[X2] =

∞∑
k=1

k2P(X = k)

= (1− p)

∞∑
k=1

(k − 1)2p(1− p)k−2 + 2E[X]− 1

= (1− p)E[X2] +
2

p
− 1.

Thus, Var(X) = 1−p
p2 .

□
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Negative binomial random variables. Let p ∈ (0, 1) and r ≥ 1 be an integer. A random variable X is called
negative binomial if it takes values r, r + 1, · · · with probabilities

P(X = n) =

(
n− 1

r − 1

)
pr(1− p)n−r.

Suppose we perform a sequence of independent Bernoulli experiments with success probability p ∈ [0, 1].
Let X be the number of trials until success occurs r times. Then, X is a negative binomial random variable
with r and p. Note that a geometric random variable is negative binomial with r = 1. One can show that
E[X] = r

p and Var(X) = r(1−p)
p2 .

Example 3 (The Banach match problem). At all times, a pipe-smoking mathematician carries 2 matchboxes:
1 in his left-hand pocket and 1 in his right-hand pocket. Each time he needs a match, he is equally likely
to take it from either pocket. Consider the moment when the mathematician first discovers that one of
his matchboxes is empty. If it is assumed that both matchboxes initially contained N matches, what is the
probability that there are exactly k matches, k = 0, 1, · · · , N , in the other box?

Hypergeometric Random variables. Let N,m, n be positive integers with N > n,m. A random variable X
is called hypergeometric if it takes values 0, 1, 2, · · · , n with probabilities

P(X = i) =

(
m
i

)(
N−m
n−i

)(
N
n

)
for i = 0, 1, 2, · · · , n.

Suppose that a sample of size n is to be chosen randomly (without replacement) from an urn containing
N balls, of which m are white and N −m are black. Let X denote the number of white balls selected, then
X is hypergeometric. If we choose n balls with replacement and Y the number of white balls selected, then
Y is binomial with n and m/N .

2. INTRO TO CONTINUOUS RANDOM VARIABLES (SEC 5.1)

A discrete random variable is a random variable whose possible values are countable. However, one can
think a random variable with uncountable possible values, for instance, the lifetime of a light bulb. For a
discrete random variable, we assign the probabilities for each possible values, which is not possible for the
case with uncountable possible values. Then, how can we define the probabilities for this case?

Definition
A random variable X is a continuous random variable if there is a nonnegative function f on R such
that

P(X ∈ B) =

∫
B

f(x) dx

for any set B ⊆ R. The function f is called the probability density function of X .

In particular, we have

P(X ∈ R) =
∫
R
f(x) dx = 1,

P(a ≤ X ≤ b) =

∫ b

a

f(x) dx,

P(X = a) =

∫ a

a

f(x) dx = 0.

Example 4. Suppose that X is a continuous random variable whose probability density function is given
by

f(x) =

{
C(3x− x2), 0 < x < 3,

0, otherwise.

Find C and P(X > 1).
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The cumulative distribution function (in short, cdf) of a random variable X is defined by

F (a) = P(X ≤ a) = P(X < a) =

∫ a

−∞
f(x) dx.

That is, the cdf is the integral of the probability density of X . Note that the cdf is continuous (regardless of
the continuity of f ). On the other hands, if we differentiate F (a) with respect to a, then

d

da
F (a) =

d

da

∫ a

−∞
f(x) dx = f(a).

That is, the probability density is the derivative of the cdf. Note that, for small ε > 0, we have

P
(
a− ε

2
≤ X ≤ a+

ε

2

)
=

∫ a+ ε
2

a− ε
2

f(x) dx ≈ εf(a).

Example 5. Let X be a continuous random variable with the density fX and the cdf FX . Let Y = X2. What
is the density of Y ?
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